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Command Syntax Conventions

The conventions used to present command syntax in this book are the same
conventions used in the IOS Command Reference. The Command
Reference describes these conventions as follows:

* Boldface indicates commands and keywords that are entered literally
as shown. In actual configuration examples and output (not general
command syntax), boldface indicates commands that are manually
input by the user (such as a show command).

* [talic indicates arguments for which you supply actual values.

* Vertical bars (|) separate alternative, mutually exclusive elements.
* Square brackets ([ ]) indicate an optional element.

* Braces ({ }) indicate a required choice.

* Braces within brackets ([{ }]) indicate a required choice within an
optional element.



Introduction

The idea for this book originally came into existence during a time that the
four authors were heavily involved in global deployments of large and
complex networks focused on zero trust architectures. Pre-COVID, many of
the authors were traveling up to 42 weeks a year, meeting with customers,
supporting large deployments onsite, and hearing first-hand about the
challenges, pitfalls, and gotchas they were experiencing from deploying
advanced and new technology suites that could lead to a more robust and
secure network architecture.

Over time, the team observed the technology mature, the escalations and
teething issues seen in the early days of deployments of zero trust networks
subside, and customers shift gears to realize their visions of a more
automated, dynamic, and secure estate, focusing on the principles of
providing only the requisite access for a given service. In addition to the
maturity of the technology, the expansion of domains to adopt zero trust
principles moved beyond the campus, to other domains and verticals, such
as edge compute, the data center, cloud, and deployment in containerized
form factors in Al agents. These adoptions further cemented the need to
ensure a robust and secure estate, regardless of the location of the user,
endpoint, workload, or autonomous/semi-autonomous software process.

The key focus areas of this book are not specific to a single technology; this
title provides a focus on the domains of resilience, automation, security, and
cloud architectures. While separate in their own right, when utilized
together, they can result in a scalable, secure, and future-proof deployment.

Who Should Read This Book?

This book 1s aimed at security engineers, security analysts, site reliability
engineers, network engineers, architects, and operations teams who have a
key focus on optimizing their network deployments, increasing security,



resilience, and automation within their organization. Given the experience
of the authors, a heavy focus has been placed on real-life examples from
their years of deployment experience globally. While it would have been
easy to describe the solutions through rose-colored lenses, this book
provides a candid overview of the good, the bad, and the ugly that you can
experience on your journey toward building an automated, resilient, and
secure enterprise estate.

How This Book Is Organized

Chapter 1, “Zero Trust Demystified?”: This chapter provides an
overview of the importance of zero trust in an organization’s network.

Chapter 2, “Secure Automation and Orchestration Overview”: This
chapter provides an overview of the automation and orchestration strategies
available during the writing of this book.

Chapter 3, “Zero Trust Network Deployment”: This chapter provides an
overview of zero trust deployment on secure service edge and other
architectures.

Chapter 4, “Security and Segmentation”: This chapter takes you on a
deep dive into micro- and macrosegmentation concepts and explains where
they can be best applied for a modern enterprise network.

Chapter 5, “DHCP and Dynamic Addressing Concepts”: This chapter
provides an overview of dynamic addressing and security concepts related
to its use.

Chapter 6, “Automating the Campus”: This chapter covers concepts of
campus automation and how to achieve them securely.

Chapter 7, “Plug-and-Play and Zero-Touch Provisioning”: This chapter
describes aspects of secure zero-touch and plug-and-play onboarding of
network devices in enterprise domains, including resilience automation
aspects.

Chapter 8, “Routing and Traffic Engineering”: This chapter covers
concepts of routing and traffic engineering, showing how proper planning



and foresight can lead to building the most resilient networks.

Chapter 9, “Authentication and Authorization”: This chapter details
concepts associated with authentication and dynamic authorization in
enterprise architectures.

Chapter 10, “Quantum Security”: This chapter explains the deployment
of quantum-based security and explores the concepts associated with how
quantum security is relevant to a network estate.

Chapter 11, “Network Convergence and Considerations”: This chapter
explores concepts of convergence in software-defined architectures for
enterprise, data center, and security domains in detail.

Chapter 12, “Software-Defined Network Deployment Best Practices”:
This chapter covers the best practices of SDN networks and how to deploy
them.

Chapter 13, “Wired and Wireless Assurance”: This chapter explores
enterprise wired and wireless deployment constructs from a resilience
perspective, including security options for guest network access in Cisco
cloud-based Meraki and on-premises deployments.

Chapter 14, “Large-Scale Global Software-Defined Network
Deployment Best Practices”: This chapter focuses on a global Meraki
network deployment, whereby Infrastructure as Code concepts and
approaches are used to simplify and scale the deployment.

Chapter 15, “Cloud-Native Security Foundations”: This chapter covers
key security principles for cloud-native environments, focusing on Zero
Trust, workload protection, IAM, encryption, and compliance. It also
explores CSPM, infrastructure as code (IaC) security, and Al-driven threat
detection.

Chapter 16, “Cloud-Native Application Security”: Focusing on securing
applications in dynamic environments, this chapter covers DevSecOps,
CI/CD security, API protection, and OWASP best practices. It also explores
Web3-based identity (DID) and Al-driven security automation.

Chapter 17, “Data Center Segmentation On-Prem to the Cloud”: This
chapter examines segmentation strategies for hybrid and multi-cloud



environments, highlighting Zero Trust, microsegmentation, and policy
enforcement. It also explores cloud-native segmentation models and
blockchain-based security.

Chapter 18, “Using Common Policy to Enforce Security”: This chapter
discusses unified security policies, IAM best practices, and automated
enforcement using CASBs and SOAR. It also covers software security
frameworks (SDLC to SSDLC) and OWASP SAMM for security maturity.

Chapter 19, “Workload Mobility: On-Prem to Cloud”:

This chapter explores workload migration strategies, Zero Trust integration,
data security, and compliance. It also covers post-migration optimization,
including cost management and observability tools.

Chapter 20, “Resilience and Survivability”: The chapter focuses on key
concepts around redundancy, survivability, and resilience for network
architectures in the context of routed network deployments and security
architectures.

Chapter 21, “Zero Trust in Industrial Manufacturing Vertical”: This
chapter explores OT/IoT-type deployments in the domain of security and
zero trust.

Chapter 22, “Third-Party SDN Integrations”: This chapter explores the
integration of third-party devices and systems into a broader zero trust
architecture and domain.

Chapter 23, “Infrastructure as Code”: This chapter describes key
concepts associated with deploying automation for Infrastructure as Code in
secure enterprise networks.
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Chapter 1. Zero Trust Demystified

In this chapter, you will learn about the following:

e Zero trust

* How it all began

* Security standards

* People, processes, and technology

* On-premises vs. cloud

* Hybrid environment recommendations

* Security certification (FIPS and others)

Definition of Zero Trust

Zero trust 1s a security concept and framework that fundamentally
challenges the traditional notion of network security, which assumes that
everything within an organization’s network perimeter can be trusted.
Instead, zero trust operates on the principle of “never trust, always verify”
and implies that no user or device, whether inside or outside the network,
should be automatically trusted. It requires strict identity verification and
access controls for every user and device attempting to access resources,
and it employs continuous monitoring to detect and respond to potential
threats. A common misconception about zero trust is that it is a single
product or technology that can be installed to achieve complete security
when, in fact, it is a comprehensive approach involving multiple
technologies and strategies, including identity management, endpoint
security, and network segmentation. Additionally, zero trust is often
mistakenly thought to imply a lack of trust in employees, whereas it is



actually about enhancing security through rigorous verification processes.
Misuse of the term can occur when organizations claim to have a zero trust
architecture (ZTA) without implementing the fundamental continuous
monitoring and validation processes that are core to the zero trust
philosophy.

How It All Began

Around 2004, the Jericho Forum, an international group of IT security
experts, started to question traditional perimeter security approaches and
promoted the concept of de-perimeterization, which suggested that security
should be built around assets and data rather than a network perimeter.
While these experts did not yet use the term zero trust, the principles for
which the Jericho Forum advocated laid the groundwork for what would
later become zero trust.

Although the term zero trust emerged as early as 1994, it is generally
accepted that the concept of zero trust was introduced in 2009-2010 by
John Kindervag, a principal analyst at Forrester Research. Kindervag
realized that traditional perimeter-based security models, which assumed
that everything inside the network was safe, were no longer effective. In No
More Chewy Centers: Introducing the Zero Trust Model of Information
Security, Kindervag challenged the broadly applied concept of "trust but
verify." Instead, he proposed a model based on the principle of "never trust,
always verify." Kindervag argued that trust is a vulnerability and that
organizations should assume that threats could come from both inside and
outside the network. The notion of trust is a human emotion that had been
misused in computer networks for no technical reason because it is not
measurable and therefore should not be applied. The increasing complexity
of networks, along with the rise of cloud computing, mobile devices, and
remote work, made it clear that security needed to shift toward protecting
individual assets rather than just focus on the perimeter. The perimeter-
focused security model (a walled castley—where once you were in, you
were “trusted”—no longer served its purpose due to this complexity. A new
approach was needed where security measures are implemented
networkwide, requiring verification for every access request, regardless of
its origin.



One of the most compelling real-world implementations of zero trust
principles is Google’s BeyondCorp 1nitiative. This initiative was born out of
Google’s realization that perimeter security was no longer adequate. The
zero trust model was launched in 2014, following the Operation Aurora
attack in 2009, where Google and several other companies were targeted by
sophisticated cyberattacks. BeyondCorp aims to eliminate the traditional
security perimeter, treats all network traffic as untrusted, and focuses on
securing access to internal applications without relying on virtual private
networks (VPNs) or traditional perimeter defenses. Google shifted to a
model where access is granted based on device health, user identity, and the
context of the access request, rather than merely the network location. It
emphasized identity and device security, combined with continuous
verification.

This transition was not without its challenges. Google’s engineers had to
overhaul existing security policies, develop new tools, and ensure that the
new model did not disrupt daily operations. However, the effort paid off.
BeyondCorp has enabled Google to offer its employees seamless and secure
access to corporate resources from any location, thereby enhancing both
security and productivity. The success of BeyondCorp has inspired
numerous organizations to explore and adopt zero trust principles.

Following Google’s example, many companies started developing their own
zero trust models. Major tech companies and cybersecurity vendors began
to align their products and solutions with zero trust principles.

In 2010, the Institute for Security and Open Methodologies (ISECOM)
played a pivotal role in the development and distribution of zero trust
concepts by emphasizing the need for rigorous security methodologies that
challenge traditional assumptions of trust within networks. ISECOM’s work
highlighted the inherent vulnerabilities in perimeter-based security models
and underscored the necessity of a more granular, verification-based
approach to access control. This was a crucial contribution to the evolving
security landscape, because it helped lay the groundwork for organizations
to adopt strategies that assume breaches are inevitable and focus on
minimizing trust zones and continuously verifying every request for access.
By advocating for these principles, ISECOM significantly influenced the
adoption and implementation of zero trust architectures across various



industries. This research community dedicated a full chapter of its 2010
Open Source Security Testing Methodology Manual (OSSTMM) to trust and
trust analysis. The work formulated this concept elegantly: “As part of
OpSec, trust is one part of a target’s porosity. Where security is like a wall
that separates threats from assets, trust is a hole in that wall. It is wherever
the target accepts interaction from other targets within the scope.”

Figure 1-1 depicts the timeline of the important zero trust development
milestones.
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Figure 1-1 Zero Trust Historical Timeline

Why We Need Zero Trust

The need for zero trust has been underscored by the evolving threat
landscape and the dissolution of the traditional network perimeter. The
evolving threat landscape refers to the dynamic and continuously changing
nature of cyber threats that organizations and individuals face. This
landscape is influenced by the constant advancements in technology, which
provide new tools for attackers and new vulnerabilities to exploit. As digital
transformation accelerates with trends like cloud adoption, remote work,



Internet of Things (IoT) devices, and artificial intelligence (Al), attack
surfaces increase, giving cybercriminals more opportunities to breach
systems. The threat landscape evolves not only in terms of volume but also
in sophistication, as attackers use advanced techniques like social
engineering, Al-powered malware, and highly targeted ransomware attacks
to achieve their goals.

Additionally, the evolving threat landscape is shaped by emerging risks
such as those posed by quantum computing, which could render current
cryptographic standards ineffective, making sensitive data vulnerable to
new types of breaches. Nation-state actors and organized cybercrime groups
continuously refine their tactics to evade detection, aiming at critical
infrastructure, financial systems, and personal data for strategic gain.
Consequently, security strategies must also evolve to counter these threats,
requiring approaches like zero trust that emphasize flexibility, continuous
monitoring, and adaptive defenses.

Cyber threats have become more advanced, leveraging cutting-edge
technologies such as artificial intelligence, machine learning (ML), and
automation to create more effective and harder-to-detect attacks. Threat
actors are exploiting a wider range of vulnerabilities, including those in
cloud services, mobile devices, IoT devices, and remote work setups,
increasing the potential points of entry for attacks. The frequency of
cyberattacks is on the rise, with increasingly larger and more impactful
breaches occurring. Ransomware, distributed denial-of-service (DDoS)
attacks, and data breaches are becoming more common and disruptive.
Attacks are often highly targeted, focusing on specific organizations or
industries with valuable data or critical infrastructure. Advanced persistent
threats (APTs) involve prolonged and targeted cyber espionage campaigns
aimed at compromising sensitive information. Cyber criminals constantly
adapt their strategies to bypass traditional security measures. This includes
the use of social engineering, phishing, and spear-phishing attacks to
deceive individuals into revealing confidential information or granting
unauthorized access. Organizations must navigate an increasingly complex
regulatory environment with stringent data protection and privacy laws,
such as the General Data Protection Regulation (GDPR) and Health
Insurance Portability and Accountability Act (HIPAA), which impose heavy
penalties for noncompliance and data breaches.



With the rise of cloud computing, mobile workforces, and increasingly
sophisticated cyber threats, traditional perimeter-based security models are
no longer adequate to protect organizations. Insider threats, whether
malicious or accidental, pose significant risks that conventional security
measures often overlook. Modern IT environments are highly
interconnected and complex, involving multiple vendors, third-party
services, and cross-domain interactions. This complexity requires a more
granular and dynamic approach to security: zero trust. Zero trust provides
such a framework enabling organizations to implement stronger data
protection, enhanced visibility, and more effective threat detection and
response.

Organizations implement zero trust to reduce the risk of breaches,
particularly in the era of cloud computing and remote work. A zero trust
model mitigates the risks associated with users working from various
locations and devices by ensuring that all access attempts are scrutinized.
More precisely, zero trust is a cybersecurity framework that fundamentally
challenges the traditional notion of network security, which typically relies
on a strong perimeter defense. Unlike conventional models that operate on
the premise of "trust but verify," zero trust adopts a "never trust, always
verify" approach. This means that no entity—whether inside or outside the
network—should be trusted by default. Instead, every access request must
be authenticated, authorized, and continuously validated based on
contextual factors such as user identity, device health, location, and
behavior. At its core, zero trust emphasizes identity verification, least-
privilege access, and continuous monitoring of every attempt to access
network resources. Instead of assuming that a user or device inside the
corporate firewall is safe, zero trust requires strict identity authentication
and segmentation of network resources to limit access only to what is
necessary.

Core Principles of Zero Trust

The principles of zero trust ensure a clear and unambiguous perspective on
how to manage an architecture to promote security. The principles
described here focus on core concepts that network and cloud architecture



operators and security specialists should follow when designing, evaluating,
and testing modern architectures.

Explicit Verification

Ongoing, persistent, and explicit verification of the security posture is a
crucial aspect of achieving a viable zero trust deployment. The larger the
number of data points that exist, the more flexible the ability to assess key
and relevant criteria needed for higher or lower levels of authorization that
would subsequently be granted to relevant network or application resources.

Some factors that are often utilized in performing these actions are user
identity and their respective location, which could be a branch or head
office, manufacturing line, remote access via VPN, or without, or even a
triangulated location identified through cellular, wireless, or ambient sensor
localization. In addition to the actual location, the endpoint and users
themselves should be taken into close consideration and focus. Is the user a
contractor or full-time employee? What has been their tenure in the
organization? Have they had any discipline issues in the past that could lead
to them being considered a higher risk or disgruntled? And have their
patterns in system use and data access changed in recent weeks or months?
Beyond looking at the identity of the users themselves, even if they have
the best intentions to maintain valid security, what is the status of the
endpoints that they are using? Do they have the latest patches installed? Are
they up-to-date with the latest antimalware and antivirus software, and have
they been used in areas that were considered insecure (open service set
identifiers, or SSIDs) recently, which could have increased their exposure to
a breach via lateral movement?

The technological capability to support with explicit verification in the
context of zero trust is multifactor authentication (MFA). Having a single
and simple password (as easy as it 1s for the user to remember) has never
really been a very smart idea. Over time, the need to have more robust and
complicated passwords, including mixed characters with digits and symbols
with a minimum length, has become normal. However, generating hardened
passwords alone i1s simply not enough to ensure that the credentials are
secure enough to stem a network breach. For today’s application and
network architectures, it has become normal to augment password



authentication with further layers of security; the purpose is to increase the
level of breach points that would be needed for a perpetrator to attempt to
access network or system resources. Multifactor authentication can support
users and systems in their means of authenticating with a higher degree of
security.

Secondary or tertiary methods of authentication in this area could be
through the use of biometrics, tokens, Short Message Service (SMS) or
application push validation, or more advanced methods such as typing
behavior using methods like keystroke dynamics.

Least-Privilege Access

Least-privilege access 1s the zero trust principle that ensures users,
applications, and systems are granted only the minimum level of access
necessary to perform their tasks or functions. This approach reduces the
attack surface by limiting exposure to sensitive data and systems,
minimizing the potential damage in case of a breach. By implementing
controls such as role-based access control (RBAC), just-in-time (JIT)
access, and granular permissions, least-privilege access prevents
unauthorized or excessive access while maintaining operational efficiency
and security.

Which access a given user is provided and what they are authorized to do
are often limitations enforced via modern systems. The decision process
used to identify what is accessed is often based on a role allocation. This
role does not necessarily mean a one-to-one mapping of the user’s role in
the company, to their respective access rights, but under certain
circumstances, there can be a vague indicator of baseline access provided
for requisite systems needed for a given user’s job and tasks. Role-based
access comes down to the need to access a system to perform a task that can
be limited down to the level of read-only, read-write, or a more explicit
permission to access a given system. For instance, on Cisco devices, it is
not uncommon to provide role-based access to permit the execution of one
task with read-write access but limit other tasks to read-only or no access.

Does a user require continuous access to a given resource, or should that
user’s respective access be limited to only a given time, date, or



maintenance window? This JIT access approach is becoming more
common, particularly in environments that have critical systems. The
question is: Just because a user is performing a task, should that user always
be allowed to perform that task? Taking a relatively simple example, many
users within an office environment are allowed to print, but should users be
able to print documents to an office printer outside of the hours that the
building is open and operational? Logically, having this access would not
make a lot of sense, so why even permit the access for such a function? The
same consideration could also be taken for network implementation teams
that are responsible for configuring new network locations and configuring
new features and functionalities. If these teams are only responsible for the
implementation function but not necessarily involved in day 2 operations,
should their access to configure critical systems still be allowed outside the
hours of a maintenance window’s completion time? Just-enough access,
which in earlier systems was sometimes referred to as lock-and-key access,
aims at addressing this problem space, limiting access to only what is
required, and nothing more.

Assume Breach

The zero trust principle of assume breach operates on the premise that no
system is ever fully secure and that a breach has either already occurred or
will occur. This mindset shifts the focus from solely preventing attacks to
proactively limiting their impact. It emphasizes implementing strong
defenses, such as microsegmentation, continuous monitoring, and real-time
threat detection, to contain threats and reduce their ability to move laterally
within the network. By assuming breach, organizations are better prepared
to identify, respond to, and mitigate attacks swiftly, enhancing overall
resilience.

When operating under the assumption of a breach, organizations can
implement various countermeasures to mitigate its impact. Two key
strategies for addressing breaches are breach containment and incident
response and recovery, both of which play a critical role in managing and
resolving security incidents effectively.

Breach containment is the process of isolating a security threat to prevent it
from spreading further within the network. It focuses on limiting the scope



and impact of an attack by implementing measures such as
microsegmentation, network isolation, and automated threat detection.
Containment strategies also include restricting compromised accounts or
devices and blocking malicious activities in real time. By quickly
containing a breach, organizations can minimize damage, protect sensitive
assets, and maintain operational continuity while preparing for further
remediation efforts.

While the best-laid plans often aim to address every possible scenario and
every possible outcome that could happen, sometimes unexpected things
can still happen. For example, the threat of actors who are intent on
accessing and breaching network systems for money, notoriety, revenge, or
self-validation is an ongoing challenge. Even with the best systems in place,
with the potential use of zero-day exploits, risk mitigation is sometimes
reduced to risk minimization. For this reason, the focus of many security
experts and plans within organizations needs to be around rapid
identification and detection of the security incident at play, and the
subsequent response of the threat, which may result in its respective
containment and the remediation of system recovery, or getting the systems
back in a working and functional state. This requires a good incident
response and recovery process to be in place.

In addition to the core principles that were outlined previously, to ensure
that a network can properly apply a viable zero trust deployment, it is
important to consider that sometimes the biggest challenge in deployment
of security is 10 inches away from the desk. To ensure that a well-structured
and functional deployment can happen, the organization also needs to
consider people and processes in detail.

Beyond the previously mentioned principles that require consideration
when looking at deploying a zero trust architecture, key aspects are as
follows (an illustration of these aspects is shown in Figure 1-2):

* Segmentation: The days of building a network or information
system and putting all users and systems into one large subnet or all
servers in a common segment without access control are long gone;
this was never really a good practice. This lack of operational
maturity manifested itself in the context of security incidents, a lack
of auditability and a severe level of impact across key and critical



systems within an IT system/network estate. In a shift away from
earlier missteps in security, deploying segmentation has become a
key aspect of modern-day security. Segmentation can be achieved in
numerous ways—ifrom the dedicated separation of network
segments, application of per-system access rules, or dynamic
allocation of policy based on system and identity criteria through
software-defined network (SDN) technologies such as TrustSec.
These capabilities are covered at length in Chapter 4, “Security and
Segmentation,” and other sections within this book, including best
practices around their respective usage.

* Identity and Access Management (IAM): IAM is a framework of
policies and technologies ensuring that the right individuals have
appropriate access to technology resources in an organization.
Deploying a structured, scalable, and explainable identity and access
management solution is a key tenet in ensuring that rulesets, usage
patterns, and access rights are appropriate to a particular user profile,
role, and region that a user may be located in to spot unusual out-of-
hour patterns of activity. Coupling a high level of confidence in the
identity of a user or a system through tools such as identity
federation, multifactor authentication, and role-based access control
with network components and IT systems provides support for a
more secure environment.

* Network Access Control (NAC): NAC is a security solution that
manages and controls access to a network by enforcing policies,
ensuring only authorized and compliant devices can connect. The use
of network access control has become more pervasive over the years.
This includes approaches to ratchet up network access by displacing
legacy configurations such as port security that lacked centralized
command and control and audit trail capabilities and awarding more
advanced functionality through RADIUS and other protocols to
ensure that only compliant users and devices can gain authorized
access to operate within a given network domain, segment, or
architecture.

* Policy Enforcement Points (PEPs): At which point of a network
architecture is traffic carried until it is eventually dropped or



permitted? Does it make sense to carry the traffic all the way over the
wide area network (WAN) or up to the cloud to eventually discard it?
Do observability or traffic pattern identification systems in the path
need to be traversed prior to policy enforcement? Are polices crafted
with pre— or post-Network Address Translation IP addressing? Does
the audit trail for enforcement need to be central, or does it exist only
on the enforcement point itself? Many of these questions come
become clear when considering which points in the network are
responsible for enforcement of policy. A proper grasp of which
points to enforce is also key when heading into the realms of fault
triage and troubleshooting.

Endpoint Security: Client devices, often referred to supplicants or
endpoints, are pervasive moving targets when it comes to security.
With every software patch for the underlying operating system or
agent that may be installed, further risks are exposed in terms of
potential incompatibilities or gaps in security. By using endpoint
detection and response systems and capabilities, customer estates can
ensure that their respective policies for network security and
compliance are adhered to. This goal can be achieved by validating
and checking the state and versioning of software installed on the
systems, including personal firewalls, antivirus and antimalware, and
automation and monitoring agents.

Asset Management and Security Posture: Asset management is a
key tenet of maintaining a zero trust architecture. With counterfeit
devices and assets appearing more prevalently than in the past, and
ever-increasing complexity of modern supply chains, it is crucial to
ensure that devices which were procured are indeed sourced from the
vendor as expected. Assets need to be properly managed and tracked,
allowing for the use of the asset database (a configuration
management database [CMBD] or other) in a broader security
context—from common failure trending to identification of insecure
components that may have been included in a range of serial
numbers within the corporate estate. Having control of this critical
data helps security and network operation teams have the requisite
tools to ensure that the right level of security is applied and enforced.



* Encryption and Data Protection: The way in which sensitive data
1s managed and encrypted both in transit and at rest is an important
aspect in avoiding unauthorized access to the data. Furthermore,
correctly classifying levels of the data helps ensure that the correct
controls that support needed checks and balances are applied against
the data, ensuring that sensitive data can be monitored and accessed
only by parties who have the correct permissions. To improve the
chances that sensitive information is not accessed by the wrong
parties, data loss prevention (DLP) solutions allow for appropriate
monitoring and improved protection.

* Network Visibility and Analytics: Understanding a normal and
healthy baseline and state within a network allows appropriate
analysis to take place against what is considered a “good” state
within a given architecture or system. Leveraging tools that can
analyze and visualize network traffic and the health of critical
components that build up the resiliency of the solution can help in
identifying anomalies and malicious behavior when looking at the
deltas between the benchmarked “good” and/or “normal” state of
systems, intermediate infrastructure components, and the flows of
data that traverse them.

* Automated Response and Orchestration: Time is of the essence
when attempting to reduce the harm and impact of a potential
security incident or breach. Does the malicious party still have access
to your architecture? Are remediation actions required on multiple
systems? Which data has been compromised, and what impact does
this have on the organization? Actions associated with response to an
incident are key in minimizing the impact. Many such actions today
represent automated executions based on the incident type or
TrustScore.

» Governance: In today’s organizations, people and processes need to
be able to align to a common set of corporate security policies and
guidelines. The purpose of these requirements is to ensure that the
needs of the company can be enforced in the context of zero trust.
The applied framework ensures that the necessary oversight is in
place to allow for deployment, operation, and execution of policy



that is flexible enough that it can be tailored to adjustments in the
business’s corporate strategy or change of vendor, products, or
technical capabilities applied within the estate. Having the right
governance structure in place allows the organization to rapidly pivot
and address new and evolving threats, while maintaining a resilient
and secure architecture.

Continuous Detection and Mitigation: Security threats are not a
single point-in-time activity that, once resolved and remediated, will
never happen again. Ensuring that there is a constant ability to detect
new threats, perform assessments and analysis of those threats, and
apply the needed mitigation actions and strategy is key. With new
exploits and threats appearing daily, ensuring that the needed rigor is
applied to continuous detection is a key aspect of setting up a secure
and relevant environment.
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Figure 1-2 The Elements of Zero Trust

Major Zero Trust Industry Standards

In 2018, the US National Institute of Standards and Technology (NIST)
began working on a formal zero trust framework, recognizing its
importance for both private and public sectors. The result was NIST Special
Publication 800-207, released in 2020, which outlined the core principles of
zero trust architecture and provided detailed guidance on implementing zero
trust in complex environments (as shown in Figure 1-3). NIST’s framework
described zero trust as a shift from traditional perimeter-based security to a
model focused on continuous verification, least-privilege access, and real-
time threat monitoring. It emphasized the need for organizations to adopt
security controls based on identity, device, and behavior, rather than
network location.
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Figure 1-3 Zero Trust Architecture Based on NIST 800-207 (Link:
https://csre.nist.gov/pubs/sp/800/207/final)

The COVID-19 pandemic forced millions of employees to work remotely,
greatly increasing the attack surface for cyber threats. The sudden need to
support remote workforces accelerated the adoption of zero trust models,
because traditional perimeter-based security approaches (such as VPNs)
were unable to cope with the massive scale and complexity of remote
access.

Organizations rapidly adopted zero trust network access (ZTNA) solutions,
which granted users secure access to applications and data without relying
on the network perimeter. Cloud adoption also surged, driving further
investment in zero trust as it helped secure cloud environments by focusing
on users, devices, and applications rather than networks.

In May 2021, following several high-profile attacks (e.g., SolarWinds), the
US Executive Order on Improving the Nation’s Cybersecurity explicitly


https://csrc.nist.gov/pubs/sp/800/207/final

mentioned zero trust, mandating federal agencies to develop plans for
implementing zero trust architecture. This endorsement further validated the
model and encouraged broader adoption across public and private sectors.

Several standards, guidelines, and best practices have been developed to
help organizations implement zero trust principles effectively. While there
is not a single, unified standard for zero trust, the following are key
documents and frameworks that provide comprehensive guidance:

1. NIST Special Publication 800-207

NIST SP 800-207 provides a comprehensive framework for
implementing zero trust architecture (ZTA), emphasizing core
principles such as continuous verification, least-privilege access,
and network segmentation. The publication offers valuable guidance
for organizations transitioning from traditional security models to
zero trust by detailing key concepts like identity verification, which
involves the ongoing authentication of both users and devices. It
also highlights the importance of least-privilege access, ensuring
that users are granted only the necessary permissions for specific
tasks. Furthermore, the document discusses microsegmentation,
which involves dividing networks into smaller zones to effectively
contain potential threats, and continuous monitoring, which focuses
on the ongoing evaluation of security posture, user behavior, and
network traffic. Lastly, it underscores the significance of contextual
access, which considers factors such as device health, user location,
and the nature of the access request before granting permissions,
thereby enhancing the overall security of the network.

2. Forrester’s Zero Trust eXtended (ZTX) Framework

Forrester’s ZTX framework presents a strategic approach to zero
trust by emphasizing a comprehensive focus on critical components
such as data, workloads, people, devices, and networks. It serves as
a practical guide for organizations aiming to assess their current
security posture and effectively implement zero trust principles. By
addressing these core areas, the ZTX framework helps organizations
develop a more resilient security strategy that minimizes risk and
enhances protection against modern cyber threats.



Link: https://www.forrester.com/blogs/category/zero-trust-security-
framework-ztx/

. Gartner Continuous Adaptive Risk and Trust Assessment
(CARTA)

The CARTA model is a strategic approach to cybersecurity that
emphasizes the need for continuous, adaptive processes to manage
risk and trust dynamically. Unlike traditional security models that
rely on periodic assessments and static defenses, CARTA
acknowledges the evolving nature of threats and the importance of
real-time decision-making. It focuses on continuous assessment,
real-time adaptation, and risk-based security decisions to keep pace
with evolving threats and dynamic IT environments.

Link: https://www.gartner.com/smarterwithgartner/the-gartner-it-
security-approach-for-the-digital-age

. Cloud Security Alliance (CSA) Zero Trust Working Group

The CSA Zero Trust Working Group is dedicated to establishing
best practices for implementing zero trust in cloud environments.
This group focuses on producing valuable resources such as white
papers, guidelines, and case studies that assist organizations in
integrating zero trust principles within cloud and hybrid settings. By
offering practical insights and detailed strategies, the working group
plays a crucial role in helping organizations enhance their security
frameworks and effectively address the unique challenges posed by
cloud-based infrastructures.

Link: https://cloudsecurityalliance.org/research/working-
groups/zero-trust

. Cybersecurity and Infrastructure Security Agency (CISA) Zero
Trust Maturity Model

The CISA developed a zero trust maturity model to guide
organizations in transitioning from traditional security models to
zero trust architectures by outlining distinct maturity stages (see
Figure 1-4). This model 1s structured around key zero trust pillars,
including identity, which involves continuous verification of users
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and devices; devices, which focus on monitoring and controlling
device access; network, which emphasizes encrypting and
monitoring all internal traffic; applications and workloads, which
require securing and verifying applications; and data, which ensures
data protection and restricted access. The maturity levels range from
Traditional (Basic), characterized by legacy systems with minimal
segmentation, to Optimal (High), where a fully implemented zero
trust model features dynamic policy enforcement and continuous
monitoring throughout the entire environment. Intermediate stages
include Initial (Low), with basic policy implementation and access
control, and Advanced (Medium), with sophisticated identity access
controls and dynamic perimeter defenses.

Link: https://www.cisa.gov/zero-trust-maturity-model
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Figure 1-4 CISA Zero Trust Maturity Model

6. ISO/IEC 27001 (Information Security Management Systems)

Although ISO/IEC 27001 is not explicitly a zero trust standard, it
offers a comprehensive framework for implementing security
controls that effectively complement zero trust principles. This
standard emphasizes the establishment, implementation,
maintenance, and continuous improvement of an organization’s



information security management system (ISMS). By promoting
key principles such as least-privilege, continuous monitoring, and
access control, ISO/IEC 27001 aligns closely with the foundational
concepts of zero trust, thereby supporting organizations in
strengthening their security posture and minimizing risk.

Link: https://www.1so.org/standard/27001

7. National Cyber Security Centre (NCSC) Zero Trust Architecture
Design Principles

The NCSC offers a set of design principles aimed at guiding
organizations in the implementation of zero trust architectures.
These principles focus on critical areas such as identity and access
management, ensuring that only verified users and devices gain
access; device security, to maintain the integrity of all connecting
hardware; network security, which involves safeguarding all
network communications; and comprehensive monitoring to detect
and respond to potential threats in real time. By adhering to these
principles, organizations can effectively build a robust zero trust
framework that enhances overall security and resilience.

Link: https://www.ncsc.gov.uk/collection/zero-trust-architecture

Even though the various standards and frameworks differ somewhat in their
approach, all of them have a common set of criteria. The common features
and functions of zero trust standards and frameworks, such as those from
NIST, Forrester, and others, revolve around a set of core principles and
security practices designed to protect modern IT environments. Table 1-1
outlines the key features and functions shared across these various zero trust
standards and frameworks:

Table 1-1 Shared Features and Functions Across the Various Zero
Trust Standards


https://www.iso.org/standard/27001
https://www.ncsc.gov.uk/collection/zero-trust-architecture

Common Core Principles | Common Features Common Functions

Verify explicitly [dentity and access management (IAM) | Authentication and authorization

Least-privilege access | Network segmentation and Threat detection and response
microsegmentation

Assume breach Continuous monitoring and analytics Access controls
Endpoint security Visibility and reporting
Encryption and data protection Policy enforcement

Zero trust network access (ZTNA)
Cloud security
Automation and orchestration

In essence, the commonalities across the various zero trust standards
emphasize a holistic, continuous, and adaptive approach to security. By
focusing on identity verification, strict access controls, data protection,
continuous monitoring, and automated responses, all these standards
provide a robust framework for implementing zero trust principles.
Selecting the appropriate zero trust standard or framework for your
organization involves a comprehensive evaluation of various factors to
ensure that the chosen approach aligns with your specific security needs,
regulatory requirements, and operational goals.

Taking into account the various industry security frameworks such as NIST,
CISA, and DISA, Cisco developed its own security reference architecture
(SRA), as shown in Figure 1-5. The SRA provides a comprehensive
overview of the Cisco Secure portfolio, detailing commonly deployed use
cases and recommended capabilities within an integrated framework.
Cisco’s approach centers around workforce, workplace, and workload and
is structured around these main components: (1) threat intelligence, (2)
security operations toolset, (3) user/device security, (4) network security
(both cloud edge and on-premises), and (5) workload, application, and data
security. This architecture is designed to guide organizations in mapping out
their security journey, highlighting key selling motions like zero trust,
Secure Access Service Edge (SASE), and extended detection and response
(XDR), and emphasizing the advantages of Cisco’s integrated security
solutions.
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Implementing zero trust goes beyond technology and requires a holistic
approach that also encompasses people and processes. A comprehensive
zero trust strategy needs to align people, processes, and technology to
ensure that security is not dependent on perimeter defenses alone but



focuses on continuous verification and minimization of risks across the
network. In summary, a successful zero trust implementation across people,
processes, and technology involves several key components:

* People:

» Skills and understanding and training about the human element in
security, and why certain measures need to be taken and applied to
remain secure.

* Clear definition of roles and which needs the individual has in
terms of access to systems, sites, and locations both digitally and
physically.

* Ability to clearly determine identity, both physically and in their
digital and online presence, utilizing modern and strong techniques.

* Processes:

* The speed of impact to a business’s reputation is rapid, and
containment is not always an option. Therefore, the need to
automate the response to a threat, maintain the right level of
observability, and monitor and apply the correct level of privileges
and controls is essential.

* Technology:

* Modern and up-to-date technology is needed to ensure security in a
corporation. Simply applying a security architecture that would
have been valid 15 years ago and expecting that it will be secure
will most likely not end well. Therefore, it is important to use the
latest evolving technology and techniques such as Al-based
observability and analytics, strong encryption, micro- and
macrosegmentation, multifactor authentication, endpoint detection
and response, and other modern techniques.

People

Social engineering continues to be one of the main vectors of attacks and
security breaches into businesses today, in contrast to the scams of the early



2000s when your long-lost nephew you never knew about turns out to be an
African prince who needs your support with a money transfer. Today’s
attacks are a lot more elaborate, and in many circumstances such as
phishing, the crafted messages are almost impossible to differentiate
without inspection from the real thing. Newer scams are also becoming
prevalent, such as the use of deepfake video to pretend to be an individual
to breach a system or financial gain. An exploit of this sort was applied by a
malicious party that created a deep fake imposter of the CFO and other
employees at the British design firm Arup, resulting in $25 million being
transferred. Further breaches of this sort are being seen in the areas of
financial fraud, with the technical capabilities improving on a frequent
basis.

To prepare employees for such challenges, it is key to ensure that a valid
and ongoing plan for education is in place—one that includes trainings
which are updated, improved, and repeated on a regular basis. Modern
efforts to ensure that employees are indeed paying attention to the trainings
may include ad hoc (unscheduled) phishing attempts or social engineering
exercises, to train employees to understand what to respond to. Part of this
training should include a culture of openness when reporting threats; it
should not be considered a negative thing to share something that an
employee considered unusual that they observed with a contractor or even
within their own team or by their management. This sort of activity should
be championed and welcomed to ensure a safe and secure organization that
protects the organization from financial or reputational harm.

Employees, externals contractors, and partners alike should all be aware of
what the zero trust strategy is for the organization and apply the same
safeguards, including least-privilege access and multifactor authentication
for their respective workforce. Many breaches are the result of inside
attacks, or malfeasance on behalf of a party that was trusted. Setting the
security apparatus in place, which includes an irrefutable audit trail, with
the right levels of identity access management helps in lowering the
likelihood of a malicious activity taking place. When the policy is known
and understood across the board, an individual considering a malicious act
may perhaps think twice. Would individuals steal an item from a shop
knowing that they are actively being recorded on camera? Perhaps but the
likelihood is certainly reduced.



A small company is often comparable to a small town. The town sheriff
may work days at the local gas station, do part-time work as a handyman,
and in emergencies volunteer in the town’s fire department. As companies
grow larger, the allocation and distribution of roles tend to overlap less, to
the point that dedicated roles, teams, departments, or business entities are
created and focused on a specific action, task, or job. The setting of clear
roles and responsibilities not only fosters a more efficient organization but
also helps in ensuring that the right level of security rules can be applied.
Should individuals who work at reception have access to the public
financial forecasting information? Does the network team need access to
the active directory or identity systems? Do financial controllers need to be
able to log in to routers and switches? A clear understanding of roles,
responsibilities, and tasks allows for these definitions to be applied on an
identity or identity group basis to ensure that zero trust principles can
properly be exercised via role-based access control.

Processes

Having the right organizational processes in place is essential, and just as
important is ensuring that those processes are clear, concise, and
understandable to ensure that everybody is on the same page. Ambiguity
can lead to misinterpretations and, eventually, missteps in upholding the
correct security practices within an organization. Therefore, ensuring that
processes are well-documented and defined can help ensure that the
subsequent information systems that depend on the defined processes are
calibrated, configured, and deployed in the right manner to match up with
the vision of the company.

Common processes within an organization can be around the
implementation of strong identity and access management practices, such as
the length and complexity of a username and passwords, the maximum
period between updates, and the mandatory use of certificates for
infrastructure components and how often they should be updated or
changed.

Similar processes may exist for how to ensure that [oT systems that are
inherently insecure are procured only by vendors that ensure a minimum
level of encryption or authentication capabilities. Also, there may be



processes for how such systems are kept isolated and separate from other
critical systems in scenarios that they do not meet corporate requirements.

For supporting systems, where human operators are in the loop, processes
to mandate multifactor authentication and single sign-on are very common.
Those processes are coupled with mandatory regular audits, updates, and
checks to ensure that the software used by the operators complies with
needed access policies and authorization rulesets to reduce the likelihood of
a breach.

Ensuring the monitoring and baselining of expected behavior is important
when attempting to detect an anomaly that may be occurring in an
architecture. Process definitions are needed for what should be collected,
the retention period for that data to allow for longer post-mortem data
traversal, and under certain circumstances, to satisfy governmental
mandates. Having such definitions clearly defined for information systems
and infrastructure devices within an I'T domain ensures that the right
controls are available from the beginning, and integration into security
information and event management (SIEM) systems for analysis can easily
take place.

Processes within a network should extend to include minimal requirements
for access to resources that describe which regulations (such as GDPR and
HIPAA) need to be met for compliance within a particular region. Under
certain circumstances, totally independent and separate architectures may
be required to ensure that data remains within a country to meet these
specific regional needs.

Technology

Maintaining and staying up-to-date with the latest technology to ensure that
a secure estate is deployed sometimes may feel like a game of whack-a-
mole, with constant advancements in technology and threats making their
way into the security space. It is easy to feel overwhelmed.

Security concepts such as endpoint security are often leveraged in
conjunction with network access control, which can result in endpoint
isolation or restriction into limited connectivity domains. This isolation 1s



often achieved through macro- and microsegmentation and dynamic policy
enforcement. Client-side posture agents and mobile device management
(MDM) capabilities can also help augment the edge of the network,
supporting dynamic privilege allocation, which in turn can help reduce
lateral movement-based attacks.

Beyond the network and the clients themselves, further tools to secure
communications between network junction points, such as quantum-
resistant encryption, data loss prevention, and classification tools, can help
raise the robustness and security of critical data within a corporate
architecture. For private and public clouds, security tools such as cloud
native application protection platforms can ensure that cloud workloads are
secured and potential threats are identified and can be mitigated. Such tools
become extremely helpful when attempting to deal with disparate
hyperscaler and on-premises estates.

In addition to tools that help ensure a better cloud native application
security posture, the automation of security tasks through security
orchestration, automation, and response (SOAR) tools can lower the
operational overhead of an organization when attempting to respond to
incidents and threats, based on analytics that can be linked to trend-based
benchmarking, or anomaly detection based on graph-based prediction of
user and usage patterns. This sort of tool is becoming much more heavily
augmented in recent years through predictive analytics capabilities, which
are awarded through artificial narrow intelligence (ANI) assessment and
analysis.

On-Premises vs. Cloud

When we look into the physical security of premises, it would be very
uncommon for individuals to attempt to secure their house with monitor
lighting only in the backyard while disregarding the front yard and garage,
which also represent entry points into the building. Taking such shortcuts
with technology is clearly not advocated. When we’re looking at zero trust
principles, they need to be applied consistently within an estate, regardless
of whether it is on-premises, in the data center, while using a cloud-based



service, or when accessing and interfacing with core business data on a
Software-as-a-Service (SaaS)—based offering.

Ensuring that an equal level of security and restriction is applied both on-
premises and in the cloud and in hybrid scenarios is important; however, the
way that this approach is pursued may not be replicable across the board.
As with each technology platform, the software version of a vendor’s
solution, and their unique combination of different features are often
applied to achieve a Zero Trust deployment. This applied combination of
functionalities and vendor solutions should represent an end-to-end means
to both secure communications and assets. The application of the zero trust
principles, ensures that least-privilege access 1s applied, and persistent
monitoring and verification are always in place to achieve the needed
visibility and outcomes.

In the following sections and Table 1-2, we further explore how on-
premises versus cloud principles are applied to the concepts of zero trust.

Table 1-2 Zero Trust Recommendations On-Premises vs. Cloud



Aspect On-Premises Recommendations Cloud Recommendations

Explicit Verification [dentify systems such as active directory, LDAP, | Use hyperscaler-specific identity
multifactor authentication, and group- and role- | management services and federated
based access control. services fo provide a common identity-

based approach to common security and
role-based access capabilities.

Least-Privilege Access | Limit access to network resources via macro-and | Use Just-In-time access and resource-
microsegmentation, providing only access required | level controls and cloud identity and
for a minimum needed function, based on system | access managements systems,
and role, This can be combined with policy-based
ule decisions through tools such as TACACS+ or
RADIUS.

Segmentation Use dynamic policy and network access control to | Deploy isolated cloud resources
steer and deploy segmentation, per user, role, together with policy-based tools like
service, and endpoint. Cilium to provide service-based

separation.

Monitoring Use centralized telemetry from client, server, and | Use viable application log levels and
infrastructure systems foward SIEM systems, apply security configurations within
together with standardized infrusion detection and | each cloud architecture that 1s used, in
prevention architectures conjunction with a means to centrally

validate and audit.

Encryption Apply data in transit, data at rest, and data in Use the shared responsibility model,
memory to the correct frameworks and systems that | plus the correct levels of data
require selection to meet organizational needs. This | classification and encryption to meet
can include securing secrets through the use of | regulatory needs, and protect key
tools like HashiCorp Vault or OpenBao. Using | business-relevant data, Augmenting
VPN technology with post-quantum keying and | cloud offerings with post-quantum
updated algorithms and methods can also improve | Transport Layer Security (TLS) can
security, further harden deployments,

Automation Apply techniques to ensure that the appropriate | Embed security policies and logic

automated actions occur through the use of SOAR
and other system-level automation to allow for a

within cloud native automation as a key
aspect to ensure a secure architecture,




rapid response o issues.

Endpoint Security Provide client-side agents and protection against | Use agent software to reach and
Issues as a result of lateral traversal or unpatched | communicate with cloud services,
software, including posture and mobile device

management (MDM),

Incident Response Provide clear plans and actionable next steps for the | Use tools and common response
response to an incident, capabilities per hyperscaler or on-

premises cloud environment,

Policy Enforcement Deploy dynamic polictes that are improved, Evaluate and enforce access to and
adjusted, and reevaluated regularly. between cloud-based resoures.

Explicit Verification

In on-premises environments, identity solutions like Microsoft Active
Directory and LDAP are crucial for mapping users to roles and business
functions, thus ensuring proper authorization to network segments,
resources, and potentially bandwidth allocations. These systems facilitate
role-based access control and can incorporate multifactor authentication for
enhanced security, especially when accessing critical resources or
privileged accounts. In cloud environments, the principles of identity
verification remain consistent with zero trust frameworks, emphasizing
explicit identity verification to secure networks and critical systems.
Common cloud identity solutions include Google Identity Platform,
Amazon Web Services (AWS) IAM, Alibaba Cloud IDaaS, and Microsoft
Azure Entra ID, while vendor-independent services like Okta and Oort also
play a role in user verification. Despite differing infrastructures, both on-
premises and cloud systems prioritize rigorous identity management to
maintain security integrity.

Least-Privilege Access

In on-premises environments, the principle of least-privilege access is
applied by granting users access only to the resources and network
segments necessary for their job roles, sometimes restricted to specific time
periods. This involves using authorization rules through protocols like
RADIUS for network access or TACACS+ for device interactions, and



extends to applications and confidential document repositories. In contrast,
cloud environments also emphasize least-privilege access, but the expansive
capabilities and flexibility of cloud services introduce unique risks, such as
insider threats leading to unauthorized activities like bitcoin mining, which
can cause significant financial damage. Properly controlled access to cloud
resources, such as virtual machines, databases, and machine learning tools,
is crucial. Cloud identity and access management (IAM) policies should be
finely tuned to limit access to resources like S3 Buckets, Azure and GCP
Cloud Storage, compute services like EC2 or Cloud Engine, and cloud
graphics processing units (GPUs). Additionally, cloud environments often
employ just-in-time and temporary access solutions to prevent unnecessary
persistent access, aligning with zero trust principles.

Segmentation

In on-premises environments, effective segmentation involves ensuring that
endpoints have only the necessary access to target systems, such as
allowing OT systems to communicate solely with a central controller or
restricting corporate laptops to nondeveloper network environments. This
concept has evolved from static IP subnetting to more dynamic and
automated solutions like network access control and software-defined
architectures, such as EVPN and SD-Access, making network segmentation
more flexible and widespread. In cloud environments, segmentation is
equally critical to prevent breaches, especially with containers running
different microservices on shared nodes. Cloud segmentation uses virtual
private clouds or virtual networks to separate resources and implement
differential access policies, employing security groups and network access
control lists. Tools like Cilium (an open-source project that enhances
networking and security for containerized applications using eBPF) further
enhance segmentation and network control by deploying policies based on
service identities, abstracting user-accessible systems from the underlying
infrastructure, and protecting critical resources.



Continuous Monitoring and Threat Detection

In on-premises environments, security relies on continuously sending
relevant data from client and server systems, network devices, and security
systems to a security information and event management (SIEM) system.
This setup facilitates the detection and analysis of potential threats by
aggregating and assessing security information. Intrusion detection and
prevention systems, operating transparently, help identify unusual traffic
patterns by comparing them against benchmarks of normal network
behavior. By monitoring network flow data, deviations from expected user
behavior, such as a sudden increase in data transfers, can raise security
alerts. In cloud environments, monitoring application behavior and security
rules is crucial, with major providers like Google, AWS, and Microsoft
offering integrated monitoring tools like Cloud Watch and Azure Monitor.
The cloud operates on a shared responsibility model, dividing security
duties between the provider and the customer. This model prompts some
organizations to use third-party security solutions, such as Splunk or Wiz, to
enhance monitoring and threat detection, ensuring impartiality and
comprehensive security oversight.

Encryption and Data Protection

In on-premises environments, data encryption has long been a foundational
security practice, evolving with stronger algorithms and hardware or
software capabilities to encrypt data in transit, at rest, and sometimes even
in memory. Advanced encryption solutions, such as hardware security
modules and secret management tools like HashiCorp Vault, are used to
protect sensitive data and keys, while emerging technologies like
blockchain-based data loss prevention offer additional layers of security,
albeit not widely adopted. In cloud environments, providers typically offer
built-in encryption capabilities, such as AWS’s hybrid post-quantum TLS in
its key management service, with each hyperscaler providing its own
encryption and key management solutions. Cloud customers can further
enhance data protection by deploying specific encryption tools tailored to
their workloads, either through cloud marketplaces or third-party software
requiring separate installation, allowing for a flexible and customizable
approach to security in the cloud.



Automated Response and Orchestration

In on-premises environments, the swift response to potential threats is
crucial for minimizing the impact of security incidents. This is achieved
through automation coupled with robust rulesets, enabling enforcement
actions across security architectures. The deployment of security
orchestration, automation, and response (SOAR) systems, along with
Infrastructure as Code (I1aC) pipelines for software upgrades and patches, is
becoming standard practice for handling potential breaches effectively. In
cloud environments, automation principles have been integral from the
start, with hyperscalers prioritizing API-first development followed by user
experience enhancements. This approach facilitates a programmability-first
strategy for updates, patching, and configuration, allowing for agile
responses to security incidents. With proper security hygiene and rulesets,
cloud environments can execute automated A/B testing and phased
deployment for security updates, reducing risk during provisioning changes.

Endpoint Security

In on-premises environments, securing endpoints involves collecting
critical data, preventing lateral movement, and responding to malicious
activities that might arise from compromised endpoints. This is often
achieved through network access control and mobile device management
systems, along with modern endpoint detection and response (EDR)
architectures that deploy agents for centralized monitoring and ensure
timely patch and update deployment, sometimes limiting access or speed
until patches are applied. In cloud environments, endpoint security focuses
on client-side agents connecting to security brokers or gateways, providing
secure access to hyperscaler resources or SaaS services. This setup typically
limits peer-to-peer communications, favoring a centralized traffic model.
Posture and mobile device management capabilities, common in on-
premises security, are also prevalent in cloud communications, ensuring
consistent security standards across both environments.



Incident Response and Recovery

In on-premises environments, effective incident response requires thorough
preparation to minimize impact, reduce response time, and clarify
ownership and execution of tasks not yet automated. This includes
capturing the post-incident state for investigation and implementing disaster
recovery procedures to restore systems to their last known good state.
Regular testing of backup restoration supports a robust business continuity
plan. In cloud environments, incident response similarly depends on well-
defined action plans and disaster recovery strategies, particularly in
multicloud settings with distributed workloads. Each cloud provider offers
security tools to aid in responding to incidents, but organizations must
understand deployment nuances and ensure comprehensive consideration of
all affected systems and breach points to prevent recurrence.

Policy Enforcement

In on-premises environments, policy enforcement must dynamically adapt
to evolving security standards based on user roles, endpoint types, patches,
and usage patterns to ensure systems remain secure and do not become
vulnerable entry points. Continuous evaluation of the technical estate
against changing requirements is essential to maintain security integrity. In
cloud environments, similar security principles and policy enforcement are
critical, with a focus on zero trust strategies that limit access to necessary
resources. Cloud deployments often span multiple regions, necessitating
compliance with regulations like GDPR and HIPAA, which require specific
considerations to maintain a secure and compliant deployment.

Hybrid Environment Recommendations

In today’s digital landscape, many startups launch their businesses entirely
using cloud resources, often without a physical office or garage.
Conversely, established brick-and-mortar companies frequently maintain
significant on-premises environments. To balance flexibility and cost-
effectiveness while ensuring business continuity, many organizations adopt
a hybrid deployment model. This model involves a mix of on-premises and



cloud infrastructures, sometimes utilizing multicloud strategies. Such
distributed approaches can offer benefits like vendor negotiation leverage
and reduced risk of price gouging, but they also present security challenges.
A major risk is that siloed teams may operate independently without
coordinated communication, a legacy approach that can lead to security
vulnerabilities.

Effective communication and integrated security architectures are essential
to mitigate these risks. Organizations must consider end-to-end security
solutions, ensuring consistent identity management, encryption, and
dynamic policy enforcement across all environments. This often involves
federated identity and access management to reduce complexity and
maintain security across hybrid systems. Collecting telemetry data and logs
in a centralized SIEM system provides a comprehensive overview,
facilitating the correlation of incidents between cloud and on-premises
systems. Consistent security and monitoring help avoid gaps that could lead
to confusion or missed security incidents.

In hybrid and multicloud deployments, platform engineering approaches are
increasingly used to standardize security rules and telemetry activation,
removing this burden from application teams. Endpoint security must also
be consistent, focusing on identity and the principle of least access to
minimize the impact of potential compromises. As hybrid architectures
remain prevalent and data repatriation gains traction, implementing robust
security policies and incident response plans is crucial for maintaining
secure and scalable operations.

Hybrid architectures are not going away. In recent years, repatriation of data
and workloads is becoming more prevalent, and as a result, ensuring that
the right policies and plan of action take in the context of security incidents
is fundamental in maintaining a secure and scalable deployment.

Security Certifications

The number of global regulations and standards that exist allow for a good
level of public discourse but at the same time can lead to confusion around
which rules to follow. In the domains of compliance, security, and the



mitigation of risk for your organization, there is a need to follow and stay
up-to-date with key standards and certifications that exist in the field.

The following list is not exhaustive and has been curated to provide an
overview of some of the most common certifications and standards that are
being followed in the field, in defense, service provider, and enterprise
industry verticals:

* Federal Information Processing Standards (FIPS): FIPS was a
consequence of the Federal Information Security Management Act in
the United States, which was enacted in December 2002. The
subsequent standards from NIST were developed primarily with a
focus for nonmilitary use, with a focus on use by US federal
agencies; however, these standards have been heavily adopted by
organizations globally as a means to orient information systems
toward a secure architecture.

Subsequently, many technology vendors provide FIPS-compatible
modes or FIPS-compliant hardware for their products to allow for
their use with aligning government agencies. The deployment of
such systems tends to automatically disable weak encryption
algorithms and other insecure capabilities that would tend to exist in
a product or portfolio.

While there are many Federal Information Processing Standards, the
most noteworthy one to mention is FIPS-140-2: Standard describing
both security and encryption required for IT systems. The FIPS focus
on encryption of data falls heavily around the need to secure the
communication of data required in zero trust architectures.

* Cloud Security Alliance: The Cloud Security Alliance provides a
certification program focused on SaaS and cloud-based offerings. A
significant number of global corporations collaborate with CSA on
ensuring that their offerings meet the standards set out for
deployment hygiene and security best practices.

While the principles outlined by the CSA are not all focused on zero
trust, their activities provide a key foundation toward ensuring that
the estate follows the right practices toward achieving an increased



level of security in the domain of continuous monitoring and security
best practices.

* ISO /IEC 27001: Information Security Management: The
International Organization for Standardization created the 27001
standard focused on information security management systems. The
purpose is to create vertical agnostic guidance on data security and
risk management in the domain of cyber security. This standard
delves deeply into a diverse range of factors associated with
organizations, ranging from internal and external influences to how
organizations appropriately manage risk. In the context of a zero trust
deployment, an understanding of the technical considerations and the
people and process challenges that you could be faced with, both
internally and externally, is critical.

* National Institute of Standards and Technology: NIST is an
agency that focuses on standards for technology. The agency itself
belongs to the US Department of Commerce. As part of the agency’s
remit, it provides special publications, which provide guidance and
information that are key to the domain of information security. There
are several publications with specific relevance to security and zero
trust; they include NIST SP 800-207, SP 800-53, and SP 800-63.

* System Organization Controls 2 (SOC 2): This popular audit type
can be applied to service organizations to ensure their veracity in
properly protecting confidential data that belongs to their customers.
SOC 2 is based around five key categories: security, availability,
confidentiality, processing integrity, and privacy.

* Cybersecurity Maturity Model Certification (CMMC): The
CMMC framework was developed under the US Department of
Defense to better support the ability to determine the level of
maturity that a given department, unit, or organization has achieved
in its respective deployment of security standards defined by NIST.
The certification of an organization following the CMMC is typically
performed by an external auditing party, so as to avoid a conflict of
interest.



While zero trust and the CMMC certification are not completely
analogous to one another, the segmentation and principles of least
access that are exercised in zero trust architectures go a long way
toward achieving a positive certification result.

Payment Card Industry Data Security Standard (PCI DSS): In
retail environments, the requirement to ensure that credit and debit
card information from customers is managed securely is critical. The
PCI DSS was created to ensure that the millions of shops, stores,
hotels, and other retail spaces making use of payment card
technology have their data managed securely.

This standard outlines the needs for access control methods
associated with the technology, including the monitoring, securing,
and auditing of sensitive data. Currently, this standard is applied to a
broad range of credit card suppliers, including Visa, Mastercard, and
American Express.

Taking the principles of zero trust seriously within this domain, at all
stages of the transaction process, ensures that the payment card
industry remains secure, and customers can confidently perform
transactions without losing trust with electronic payment
technologies.

Health Insurance Portability and Accountability Act (HIPAA):
Private health data is one of the most sensitive and personal types of
electronic data that exists for most individuals. Depending on the
country where this data is being handled, its landing in the wrong
hands can lead to a number of negative repercussions for the
individual, ranging from discrimination to increased health insurance
premiums to challenges with employment.

To ensure that such data remains secure, the Health Insurance
Portability and Accountability Act was introduced. It provides key
focus in the domain of zero trust, around the protection and access
control of sensitive health and patient data, with ongoing compliance
auditing and monitoring of the data, to control access breaches and
tampering of the respective data.



Summary

Zero trust 1s a cybersecurity strategy that fundamentally shifts the
traditional approach to network security by assuming that threats can exist
both inside and outside the network perimeter. Originating from principles
articulated by John Kindervag at Forrester Research in 2010, zero trust
advocates for "never trust, always verify," meaning that no entity, whether
inside or outside the network, is trusted by default. Various standards,
including NIST’s Special Publication 800-207, provide comprehensive and
structured frameworks, guiding organizations in implementing zero trust
principles. These frameworks emphasize robust identity verification, least-
privilege access, continuous monitoring, and granular access controls to
ensure that every request for network access is authenticated, authorized,
and encrypted. These standards have since evolved into best practices, with
certifications like CISA’s Zero Trust Maturity Model and ISO/IEC 27001
offering benchmarks to measure and certify zero trust compliance, helping
organizations structure robust and actionable security models.

Implementing a zero trust strategy offers numerous benefits to
organizations. It significantly reduces the risk of data breaches by limiting
lateral movement within the network, thereby containing potential threats.
Additionally, by continuously monitoring and validating user identities and
device health, organizations can swiftly detect and respond to anomalies.
Zero trust 1s also future proof, offering resilience against evolving cyber
threats, including those posed by quantum computing. As quantum
computing advances, it could potentially break traditional encryption
methods, but zero trust architecture’s emphasis on microsegmentation and
continuous validation of users and access rights can help mitigate these
risks. Therefore, adopting zero trust not only enhances current security
postures but also prepares organizations to face future cybersecurity
challenges. By adopting a zero trust approach, organizations can position
themselves to safeguard critical assets both now and in the future,
regardless of how attacks evolve.
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Chapter 2. Secure Automation and
Orchestration Overview

In this chapter, you will learn about the following:

* The evolution of network automation

* Zero trust in automation and orchestration

* API security approaches

* Common automation and orchestration practices

* Self-healing networks with AI/GenAl approaches

Introduction to Automation and Orchestration

In the context of computer networks, automation refers to the use of
software and tools to manage, configure, monitor, and optimize network
operations with minimal human intervention. It enables faster deployments,
improves security, reduces errors, and enhances scalability. We deploy
automation for repetitive and complex tasks. If we assign the same work to
a person repetitively, the person might lose interest after a few iterations
and tend to do mistakes. It is common to automate the regression and sanity
test cases in engineering development as the common test cases that need to
be executed to validate the basic functionality of the software in the shortest
amount of time. In a more complex form, industrial automation uses
complex robotic processes on the same line for more precision work, such
as welding the frame for a car. In terms of IT networks, automation could
mean the following:

* Managing Configuration: Automating the onboarding and
configuration of network devices such as routers, switches, cloud



infrastructure, or any other IT devices

* Provisioning Network Devices: Ensuring the right configuration or
changes are applied to the network devices based on the intent of the
business

* Monitoring and Reporting: Continuously monitoring the key
performance indicators (KPIs) of the network; generating the alerts
and producing reports

* Enforcing Security: Implementing automated security policies and
controls to contain the threats

Orchestration, on the other hand, is the coordinated management of
multiple automated and nonautomated tasks to achieve a desired outcome.
Orchestration comes into play by putting multiple automation tasks in a row
—referred to as a workflow. The orchestration layer sits on the top of
automation engines. Centralized controllers like Cisco Catalyst Center,
Cisco Catalyst SD-WAN Controller, or Cisco Application Policy
Infrastructure Controller (APIC) can be used for domain-specific
automation. The benefit of using these central controllers as a middle layer
for orchestration is that you don’t have to directly reach out to every device
and just need to interface with these central controllers. You can apply
orchestration to different use cases such as these:

* Service Orchestration: This operation involves coordinating the
deployment, management, and scaling of the network services, such
as virtual networks, firewalls, and load balancers.

* Workflow Orchestration: This operation involves the systematic
execution of multiple tasks based on the use case, such as bringing
up an entire network for a new branch site. It will be a combination
of activities like provisioning devices, configuring the devices,
identifying dependencies, integrating with the monitoring system,
and validating basic functions.

* Network Function Virtualization (NFV) Orchestration:
Virtualized network functions are gaining popularity, especially in
service provider networks. For example, 5G core functions are
mostly virtualized. The orchestration engine is responsible for



initiating, configuring, and service-chaining the various NFVs to
activate specific services.

Automation and orchestration work together in a unified approach to create
a cohesive and efficient network management strategy. Automation handles
the individual tasks, and orchestration ensures the tasks are completed in
the correct order and validates whether the end service is up and running.

Understanding the roles and benefits of automation and orchestration in I'T
networking is crucial for building and managing modern, efficient, and
secure network infrastructures. These technologies form the foundation for
advanced networking paradigms, such as zero trust architectures (ZTAs),
where security and efficiency are paramount. Figure 2-1 shows the relation
between automation and orchestration.
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Figure 2-1 Network Orchestration and Automation Layers

Zero trust architecture (ZTA) is a security framework that assumes threats
can come from both inside and outside a network. Automation and
orchestration can play a critical role in enabling ZTA by enforcing



consistent security policies across an environment. Also, ZTA should be
part of the automation and orchestration tools deployed by any organization
because they play a critical role and act as a bridge between the business
intent and the actual device. If these tools are compromised, attackers can
gain control over large parts of the infrastructure. Access to these systems
must be secure.

Let’s revisit some of Cisco’s core principles of zero trust:

* Verify Explicitly: Authenticate and authorize users and devices
based on all available data points like identity, location, and device
health/posture. Multifactor authentication (MFA) is typically used to
verify the user’s identity before granting that user access to any part
of the network. The concept of continuous MFA (cMFA) that triggers
MFA flows at regular intervals or based on trust score thresholds
could also be deployed. An example of cMFA is a system that tracks
a user’s identity continuously via camera, biometrics, and so on, and
continuously validates the activities of the user and maps with the
trust score. This score wears down based on time, action, or event by
the user. This triggers another MFA for the user. If the user does not
respond or 1f MFA fails, access is restricted or completely blocked.
This outcome solves the common problem where one user logs on to
a system and passes it on to another user to operate.

* Use Least Privilege Access: Provide users access with just-in-time
and just-enough access, user-adaptive risk-based access policies, and
data protection to reduce the risks. Traditionally, such access was
provided based on time-based ACLs. This process was very
complicated and had lots of administrative overhead. Such features
are now built into the central controllers and cloud-based platforms,
allowing secure access to a device based on certain conditions. One
such example is Cisco Secure Equipment Access, which allows a
remote machine vendor to access a specific device in the industrial
environment for a specific duration, using a specified protocol with
the ability to continuously monitor, record, and terminate the session
anytime. This topic is discussed in more detail in Chapter 21, “Zero
Trust in Industrial Manufacturing Vertical.”



» Assume Breach: This principle suggests that you should always be
prepared in case the network is breached. Design systems to
minimize the impact of any threats, typically done using network
segmentation. Segmentation needs to be performed at the macro and
micro level. Macro levels segment the main systems of the network
like corporate users, guest users, third-party vendors, corporate
applications, and public applications. Microsegmentation further
groups the users and devices based on common access policies and
rules required, such as employees from the financial team or
development team. Continuous monitoring between different
segments 1s also required to detect and respond to any suspicious
activities.

For example, in a microsegmented network, a specialized platform like
Cisco Secure Network Analytics monitors the traffic between different
segments, isolates the impacted devices, and triggers an incident response
workflow. Using Cisco XDR, you can then set up automation workflows
that bring together different security solution components such as Cisco
ISE, ngFW/IPS, and Cisco Cyber Vision.

Evolution of Network Automation

The evolution of network automation has been driven by the need to
manage complex and large-scale networks efficiently. In the early days,
computer networks used to be very small with very limited devices. But
today networks are gigantic with millions of devices, and more are getting
added each day. Service provider networks are adding more nodes and
services. Enterprise and industrial customers are using smart devices and
IoT sensor networks. These devices use varied types of connectivity, such
as Ethernet, Wi-Fi, BLE, LoRA, and 5G. Each technology adds another
layer of complexity with its unique protocols, security, and provisioning
methods.

Let’s take a closer look at the history of network automation:

* Stage 1: During the early days (1980s), devices were manually
configured either using a graphical user interface (GUI) or
command-line interface (CLI). This approach was good for a small



number of devices but posed multiple challenges for wider networks
such as the following:

* There was high potential for configuration error due to manual
entry.

« [t was difficult to manage a large network because each device
needs some custom configuration such as an IP address.

* [t was a time-consuming task although the use of Notepad or
similar editors was common to create the configurations in
advance.

Stage 2: During the early 1990s, network administrators started
using script-based automation, Perl, and Shell to automate repetitive
tasks. Some of the challenges with this approach were

* Scripts needed to be written for a specific task targeted for a set of
devices.

* Scripts needed to be updated regularly as network configurations
changed or new features were added to the devices.

« It was difficult to integrate the different scripts for cohesive
network management.

Stage 3: During the 2000s, network management platforms like
Cisco Prime were common. It was a major evolutionary step to
advanced network automation. Network admins could now configure
and pull the configuration using these SNMP-based NMS systems.
But this capability had its own set of challenges, including

* High initial cost
« Limited interoperability between vendors

Stage 4: The 2010s started a new era of software-defined networking
(SDN), and with it, we had the modern era of automation. These
systems came up with native programmability interfaces and
simplified network management. These systems allowed integration
with other automation and orchestration engines, enabling the
development of new network services. This has evolved over some



time to base network automation and orchestration. Products like
Cisco Catalyst Center and Cisco Catalyst SD-WAN controller fall
into this category. While customers are still adopting this capability,
some of the challenges with these systems are as follows:

 Implementation, operation, and troubleshooting can be complex.
* There are high upfront costs.

* There 1s a lack of trained staff because SDN is still a new concept
for a few customers.

* The learning curve is also very steep. Not many customers have the
billable hours to do it while also maintaining an already complex
“legacy” enterprise environment.

Another emerging trend 1s Infrastructure as Code (IaC), which
involves managing cloud infrastructure and services through tools
and techniques akin to those employed by software developers. This
encompasses practices such as version control, peer reviews,
automated testing, and deployment pipelines. The [aC methodology
is frequently integrated with tools and DevOps practices traditionally
used by application developers. This synergy is often referred to as
NetDevOps. Detailed discussions of these subjects are provided in
later chapters of the book.

Stage 5: The industry is not stopping with SDN and intent-based
network automation. At the time of writing this chapter, there have
been significant advancements around AI/ML/GenAl concepts.
Every automation and orchestration platform is looking at integrating
these technologies, thus paving the way for next-generation self-
healing networks. Some of the challenges of adopting artificial
intelligence and machine learning for predictive analysis and
autonomous network management are as follows:

* A large amount of high-quality data is required for effective AI/ML
models.

* Integrating AI/ML to legacy systems can be complex.



 The network consists of diverse vendor devices, protocols, and
configurations, making it challenging to develop AI/ML models.

Network Maturity for Automation

In the previous section, you learned about different stages of automation
and orchestration. For practical application, you need to classify an
organization into what stage of maturity it is and create a progressive plan
to move to the next level of automation and orchestration. Please note that
network maturity encompasses a broader range of factors. In this section,
the focus is primarily on automation. Because security is essential and must
be a fundamental aspect of any maturity framework model, both security
and automation are included for the proposed maturity states, as shown in
Figure 2-2.
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The maturity stages presented in Figure 2-2 align with the evolution cycles
of automation and orchestration. Different sets of tools and methods can be
used to automate and orchestrate the tasks at a given stage. This topic is
covered in detail in the next few sections of this chapter.

You need to identify the current stage and identify the functional
requirements to move to the next stage. As an example, if an organization is
at a manual stage, you cannot directly move to the automated or self-driving
stages because there are many dependencies. One such example is that
moving to the automated stage requires integration with multiple systems
and orchestration engines using application programming interfaces (APIs).
A logical step between manual and automated stages will be the use of
central controllers that could expose the rich set of APIs that can be used to
integrate with various systems. The semi-automated stage will fill this gap
because you will introduce API-rich domain controllers in this phase.

Please note this is merely an approach that is presented in this section. You
can use any format or method to track the logical progression toward the
next maturity level of automation and security, but the end goal remains the
same: You need to target a self-healing and self-protecting network.

Building Blocks of Secure Automation

Secure automation relies on strong security principles that enable smooth
and resilient operations. It focuses on protecting APIs to block unauthorized
access, conducting ongoing security tests to find vulnerabilities, and
incorporating advanced threat detection and response systems. By merging
extended detection and response (XDR), security information and event
management (SIEM), and security orchestration, automation, and response
(SOAR), organizations can improve visibility, simplify incident response,
and proactively address risks. These components collaborate to form a
dynamic, self-defending security framework that adjusts to changing
threats.



Secure Automation with API Security

Automation and orchestration depend heavily on the API interaction
between different components. APIs are a common way to integrate
between different on-premises and cloud-based network components. A
typical SDN network controller interfaces with other components using
different sets of APIs. The four common API types supported on Cisco
Network Controllers such as Cisco Catalyst Center are

* Northbound APIs: These APIs allow higher-level applications such
as management and orchestration tools to interact with the
underlying infrastructure via the domain controller. These APIs
enable programmatic access to the network services, configuration,
and state information. Cisco domain controllers like Cisco Catalyst
Center and ACI support northbound APIs.

* Southbound APIs: These APIs allow domain controllers like Cisco
Catalyst Center to connect, configure, and manage network devices
like routers and switches. These APIs act as a bridge between the
controller and the control plane of the network device. These APIs
are used for different functions including (but not limited to) device
management, telemetry and monitoring, policy enforcement, and
provisioning. Support to manage multivendor devices could be added
with customer APIs/SDK packs.

* Eastbound APIs: These APIs are used to publish notifications that
enable third-party applications to act on system or operational
notifications. As an example, when a device fails a compliance
check, an eastbound API notification can be sent to verify any
software dependency and trigger an update if required.

* Westbound APIs: These APIs allow integration with information
technology service management (ITSM), IP address management
(IPAM), and reporting systems. These bidirectional APIs allow the
exchange of contextual information between domain controllers and
external IT systems.

In general, east- and westbound APIs can be combined into an east-west
API interface, covering all operations through a single interface.



A lot of information can be shared using the APIs. It is important to apply
the concept of zero trust to API security. It means securing the applications
against importing vulnerabilities. Unsecured APIs can pose significant risks
to a zero trust model. Vulnerabilities such as insufficient authentication,
input validation flaws leading to injection attacks, and lack of encryption
can expose sensitive data and systems. APIs relying on unverified third-
party libraries or poorly maintained code can introduce hidden threats,
while insufficient code scanning may leave security gaps undetected. In a
2019 study, Gartner (https://www.gartner.com/en/documents/3956746)
identified API security as a new attack vector.

Open Worldwide Application Security Project (OWASP) is a nonprofit
foundation that works to improve the security of software and has identified
the following challenges with API security:

* Weak Authentication Support: When authentication mechanisms
are implemented incorrectly, it opens the door for attackers to
compromise authentication tokens or exploit flaws in the
implementation. This can result in the temporary or permanent
hijacking of users' identities. An API is vulnerable if it has the
following (but not limited to) characteristics:

» Uses weak encryption keys
* Permits weak passwords
* Sends sensitive tokens and passwords in the URL

* Does not validate tokens

Always ensure that all possible flows authenticate to the API. Please
note OAuth is not the authentication. API keys should not be used
for user authentication and should be restricted to the authentication
of API clients only. Ensure you have created flows for
reauthentication for sensitive operations such as changing the
security policy in network firewall.

* Broken Object-Level Authorization: It is a security issue when an
application fails to verify that a user has the necessary permission to
perform actions on a specific object. If this situation is not
implemented properly, attackers can exploit this flow and gain access
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to unauthorized data. This situation may result in network security
issues. As an example, if the API does not verify the requesting user
permission to access or modify the specific security policy ID, an
attacker can make changes to firewall rules or security policies
resulting in a security breach.

Make sure to implement authorization checks to ensure that users
can only access or modify objects (policies in the case of the earlier
example) that they are authorized to manage. Also, use indirect
references or unique tokens to represent every object, making it
difficult for attackers to guess valid IDs.

Broken Function-Level Authorization: This issue refers to the
failure to enforce correct permissions for accessing the specific
network functions or operations. This situation might result in
unauthorized users executing privileged operations. An example of
this could be the automated script that performs critical operations
like firewall rule updating is accessible without proper role-based
authorization.

To mitigate these risks, it is crucial to implement robust role-based
access control, use strict authorization checks, maintain detailed
logs, and conduct regular security audits.

Lack of Rate Limiting: This issue refers to the situation where there
is no restriction on the number of API requests a client can make
within a specified timeframe. This can result in several security and
performance issues, such as denial-of-service (DoS) attacks or
resource exhaustion. It is also important to put in rate-limiting checks
for fair access.

You can use techniques such as token buckets or deploy an API
gateway to handle rate limiting, authentication, and other security
measures. Client-side handling like exponential backoff could also
be implemented. It is also important to employ different test
strategies for API security.



Dynamic Application Security Testing (DAST)

Dynamic application security testing is a security testing methodology that
evaluates an application in its running state. In this approach, external
attacks are simulated. There are various tools available in the market to help
with DAST.

DAST can be adopted for API security by applying its concept to cross-site
scripting (XSS) tests or cross-site request forgery (CSRF).

1. Cross-Site Scripting (XSS) Tests: These tests aim at identifying
flaws that occur when an attacker injects malicious scripts into the
content and an unaware user executes it later. The DAST approach
can be applied to XSS tests in the following manner:

* Simulating Injection: You can simulate the injection of various
types of scripts into the API parameters and analyze the response to
identify whether the scripts are executed.

* Response Analysis: Tools need to examine the API responses in
detail for any indication of rogue scripts being executed.

* Reporting: You can identify and report endpoints that are
vulnerable to XSS attacks and notify NetDevOps engineers to
apply proper input and output validation.

2. Cross-Site Forgery (CSRF) Tests: These tests aim at identifying
the vulnerabilities where an attacker tricks a user into performing an
unwanted action on a network device management API where they
are already authenticated. The DAST approach can be applied to
CSREF tests in the following manner:

* Session Analysis: DAST tools can analyze how the Application
Under Test (AUT) handles different sessions and validate whether
or not anti-CSRF tokens are used.

* Request Simulation: Specific tools can then be used to simulate
the unauthorized requests to the API, on behalf of authenticated
users but without proper authorization.



* Reporting: The system can report the systems and identify the API
endpoints lacking CSRF protection.

In addition to XSS and CSRF, DAST can be applied as a comprehensive
security assessment of the API as part of overall penetration testing.

Integrating XDR, SIEM, and SOAR

Security and automation are closely tied together. Integrating them starts
with collecting the logs and data, analyzing them, and orchestrating steps to
tackle new threats. SIEM, XDR, and SOAR working together can help
organizations build a methodological way to deal with new and existing
threats. Before getting into the integration of these three complementing
cybersecurity approaches, let’s look at the individual components:

* Security Information and Event Management (SIEM): SIEM is
an approach or solution that allows the aggregation of logs and data
from various disparate systems in an IT network. This data is
collected from servers, network devices, security tools, and the like.
This collected data is then aggregated and analyzed, and alerts are
generated for any potential attacks.

* Extended Detection and Response (XDR): Whereas the primary
function of SIEM is centralized log management and real-time
monitoring, XDR is more focused on the use of advanced AI/ML-
based contextual analysis and correlation of the data, to enhance the
security threat detection and response.

* Security, Orchestration, Automation, and Response (SOAR):
These platforms aggregate, correlate, and analyze results. They also
create an automated incident ticket with relevant data and allow you
to create response workflows to take action.

As you might have noticed, there are some overlaps between these
technologies. However, as the systems are evolving, AI/ML-based analysis
is taking precedence. The analysis part of SIEM and XDR might merge in
the future.



By combining SIEM, XDR, and SOAR technologies, you can create a
strong and automatic security response system. SIEM helps by collecting
and analyzing security data from the network in real time to detect any
threats. XDR makes detection better by bringing together data from many
sources, like computers, networks, and the cloud, to give a complete view
of the threats. SOAR helps by automating repetitive tasks and making the
response faster and more consistent. Together, these technologies help to
find threats early, respond quickly, and reduce the damage caused by
security problems.

To illustrate how SIEM, XDR, and SOAR work together, let’s look at the
typical attack cycle shown in Figure 2-3.
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Figure 2-3 Typical Attack Cycle



Before any attack, an attacker spends time in the reconnaissance phase
understanding and analyzing the system for potential attacks they can
launch. The attack is then launched on a specific day, and it remains
undetected for a certain amount of time. In some cases, it may go unnoticed
for a very long time, like days, weeks, or even months. This time between
the actual attack launch and attack detection is known as the mean time to
detect (MTTD), and then action taken to resolve the issue temporarily or
permanently is represented as the mean time to resolve (MTTR).
Organizations then work on the root cause and deploy solutions to protect
against such attacks in the future.

In the previous scenario, if the attack is new, then existing automation or
security policies will not be able to detect and contain it. Also, you cannot
automate threat containment in this case because you have not seen it
before and are not sure of what action can be taken. In this case, you can
use the combined strengths of SIEM, XDR, and SOAR to reduce the MTTR
for any new attack. Once the deep analysis is done and threat containment
steps are confirmed, you can make it part of standard threat containment
and automation.

To understand this situation better, let’s consider a hypothetical scenario
where a corporate firewall is under attack by an attacker and the attack type
is not documented. As a first step, logs and information collected from the
firewall (or multiple firewall instances) are sent to SIEM. This information
1s then sent to the XDR for deep analysis and correlation, which identifies
the abnormal behaviors. XDR opens a new investigation case with SOAR
with all collected artifacts so that security analysts can review the incident.
The security analysts then use the concept of dynamic playbooks (A series
of steps are taken to control a threat, where each step dynamically adjusts
based on the outcome of the previous one) to create a series of actions to be
taken to resolve the threat. SOAR systems have an easy interface to create
these playbooks. You can even orchestrate the actions using the SOAR.
Once defined, the action can be automated for future repeat incidents.
Figure 2-4 shows the relationship between these three technologies.
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Common Automation Practices and Tools

DevOps 1s a common software development practice that bridges the gap
between the development and operational teams. DevOps, when combined
with network practices, 1s known as NetDevOps. It is a commonly used
practice for network automation. I'T networks are getting bigger with
devices from multiple vendors. It is important to keep the entire system up-
to-date in terms of both configuration and software code to protect it from
any kind of network threats. This has led to a practice of keeping the
network configuration as codes and deploying it to different devices like a
software patch. Because security is of paramount importance in any
infrastructure, it 1s integrated early in the development and deployment
cycle of NetDevOps. As you will learn later in this chapter, NetDevOps
allows the identification and mitigation of security vulnerabilities to be
detected early in the pre-production stage, only reducing the risk of major
issues in the production environment. NetDevOps fits well with the need
for modern IT networks because of the following:

1. Smaller but very frequent changes need to be applied to IT network
systems. These changes could be due to evolving use cases resulting
in configuration changes, or the need to mitigate threats due to a
software defect or a new feature. These changes need to be tracked
in a version-controlled manner.

2. NetDevOps allows rolling out updates and changes more reliably
with the ability to roll back to the previous state using automation.

3. The NetDevOps approach avoids network disruption caused by bad
configurations because this approach covers the validation at
multiple phases.

4. You can easily integrate security practices into the CI/CD/CT
pipeline, ensuring network changes are secure and compliant.

Key concepts of NetDevOps include

* Infrastructure as Code (IaC)

* Continuous Integration/Continuous Development/Continuous Testing
(CI/CD/CT)



IaC and CI/CD/CT are key to modern network automation. IaC turns
network settings into code, making them easier to manage and update.
When combined with CI/CD, these codes can be automatically tested and
deployed. This means network changes happen quickly and correctly,
reducing mistakes and improving efficiency. Together, IaC and CI/CD/CT
make networks more reliable and easier to manage.

Now let’s examine in detail the concepts of [aC and CI/CD/CT.
Infrastructure as Code is a practice that involves managing and provisioning
network infrastructure through code rather than through manual processes.
It brings software engineering principles, like version control and
continuous integration, to network management. Think of it as writing
programs or scripts to configure network devices but in a more process-
oriented manner to reduce the risk of errors and make configurations
consistent. [aC allows a standards-based programmatic method of writing
the configurations and gathering the telemetry information from the
devices. The following steps are typically involved in managing the
infrastructure using [aC:

* Data Modeling: This step refers to defining the structure and
constraints for a specific configuration. YANG is a common data
modeling method that is written using XML, meaning an instance of
the YANG model is an XML file. YANG models are specific to the
network devices and are provided by the device manufacturers; for
example, Cisco provides YANG models for its IOS, IOS-XE, and
IOX-XR platforms. Standard bodies like the IEEE and OETF also
define YANG models for common protocols and technologies.
Figure 2-5 shows a YANG model for defining the interface on a
Cisco IOS-XE device.






Figure 2-5 YANG Model for Interface Definition

» Data Serialization Formats: Serialization is the process of
converting a data object, which is a combination of code and data,
into a stream of bits and bytes. The most common data serialization
techniques used for IaC are XML, JSON, and YAML. All these
formats are human-readable. You will use these formats for defining
the configuration for infrastructure components. In simple terms, you
are adding actual data for the YANG models. You can define nested
and complex data relationships using these data serialization formats.
Figure 2-6 shows the definition of the IPv4 interface in all three
formats. You will use the right serialization methods based on the
network management protocol you intend to use (NETCONF or
RESTCONF). YANG models are often serialized into XML for use
with NETCONF or into JSON for use with RESTCONF.



{ <interface xmins="urn:ietf:params:xmng:yang:ietf-interfaces"

"iethinterfaces:interface".{ <name>GigabitEthemet2</name>
"name". "GigabitEthernet?’, <description>Wide Area Network</description>
"description”; "Wide Area Network', <enabled>true</enabled>
"enabled”; true, <ipvd xming="urn:jetf:params:xml:ng:yang:ietf-ip>
“lotf-ip:ipvd” <address>
"address”; <ip>192,168.0.1¢/ip>
{ <netmask»255.295.266.0</netmask>
"Ip","192.168.0.1" <laddress>
"netmask'; '256.265.295.0" <fipv>
} </interface>
|
|
l
|
Iotf-Interfaces:interface:
name: GigabitEthernet?
description: Wide Area Network
enabled: true
lotf-ip:ipvd:
address:
«1p: 192.166.0.1

netmask: 255.255.255.0 YAML

Figure 2-6 /Pv4 Interface Definition in JSON, XML, and YAML

* Network Management Protocols: Once you have defined your
intent in the form of a data serialization format, you need to find a
way to send this information to your network devices. This is where
the two common protocols NETCONF and RESTCONF come to
your rescue. NETCONF (Network Configuration Protocol) and
RESTCONF (RESTful Configuration Protocol) are network
management protocols designed for configuring network devices,
retrieving operational data, and managing network functions. They
are both used for network automation and programmability but differ



in their approaches and underlying technologies. In the example of
network interface configuration, you will use a scripting language
like Python to send the network configuration to the device using
NETCONF.

Table 2-1 compares NETCONF and RESTCONF.

Table 2.1 Comparison of NETCONF and RESTCONF

NETCONF RESTCONF
Defined by [ETF RFC 6241 [ETF RFC 8040
Transport SSH HTTP/HTTPS
Data Encoding XML JSON (Primary), XML
Operations get, get-config, edit-config, delete- ~ GET, POST, PUT, PATCH,

config, lock, unlock, commt DELETE

Tooling and Wide support in network management ~ Wide support in web
Libraries tools technologies

From a zero trust perspective, you can use the approach described earlier
where zero trust policies can be defined as the YANG model. It is then
serialized using XML or JSON and finally deployed using NETCONF or
RESTCONTF. Figure 2-7 shows an example of a YANG model for a zero
trust policy.






leaf time {

type string;
description “Time of access.”;

Figure 2-7 YANG File Example

Orchestration Using Ansible

Ansible is an open-source tool to orchestrate network automation tasks. It is
gaining popularity due to its ability to abstract the complexities of standard
automation approaches. Ansible uses a simple, human-readable language
(YAML) to define automation tasks in playbooks. These playbooks describe
the desired state of the system and the steps needed to achieve it. Enterprise
security policies can be defined as these playbooks. Ansible then executes
these tasks on the target systems, known as nodes, in an agentless manner,
using SSH or APIs for communication. The typical steps required to do
network configuration using Ansible are as follows:

1. Install the Ansible network modules—provided by the device
manufacturer.

2. Create the Ansible playbook to configure the device.
3. Create an inventory file with the network devices.

4. Run the playbook.

As you may notice from these steps, Ansible abstracts much of the
complexity, so network admins can focus on desired outcomes rather than
low-level details. The YANG, XML, and NETCONF approach provides
more granular control but at the cost of increased complexity. An easy way
to orchestrate your network is to push changes to network controllers like
Cisco Catalyst Center via Ansible. While systems like Cisco Catalyst
Center support native automation capabilities, a network admin still has to
configure and execute multiple steps for feeding that intent in the system.



Ansible can automate all the steps using a single playbook example creation
of multiple new site hierarchies or software image upgrades for devices in a
specific site. Cisco actively develops new Ansible modules to support new
workflows. You also can interact with APIs via software development kits
(SDKs). An SDK abstracts the lower-level details of API interactions, such
as constructing URLs, handling authentication, and managing sessions. This
reduces the amount of code required (repeated code) in Ansible modules,
making it easier and quicker to implement complex workflows. Figure 2-8
shows the interaction with Cisco Catalyst Center and Ansible Playbooks.

( Organized units of YAML scripts

Ansible Playbooks

Ansible Modules

Catalyst

ot S0 (PythonAPIwrapper

v

\
REST API'S

Cisco Catalyst Centre

Figure 2-8 Ansible-Based Orchestration for Cisco Catalyst Center

Note



Refer to Cisco product documentation to get details on the Git
repository to download Ansible modules for different products.

Note

IaC is covered in detail as part of Chapter 23, “Infrastructure as
Code (IAC).”

Orchestration Using Terraform

Terraform is an open-source IaC tool that allows for the automation,
management, and provisioning of infrastructure in a declarative way. At its
core, it uses components like providers, which serve as handy plug-ins to
connect with specific APIs or platforms, and the state, which keeps track of
the infrastructure's current condition. A provider is responsible for
understanding API interactions and exposing resources. Providers generally
are laaS (e.g., AWS, GCP), PaaS, or SaaS. However, they can be used for
custom solutions like Cisco ACI.

You can orchestrate different Cisco solutions using Terraform. Let’s
consider an example of Cisco ACI: Terraform's ACI provider offers an
effective way to work with the Application Policy Infrastructure Controller
(APIC). With this provider, you can effortlessly define and manage key ACI
components such as tenants, application profiles, endpoint groups (EPGs),
bridge domains, and contracts, all by using simple declarative configuration
files written in HashiCorp Configuration Language (HCL). The Terraform
ACI provider connects directly with the APIC API, making it really easy to
streamline provisioning, updates, and lifecycle management of ACI
constructs.

CI/CD/CT

Continuous integration, continuous delivery/deployment, and continuous
testing are essential practices that help automate and streamline the
lifecycle of network configuration, management, and infrastructure
changes. Let’s look at the individual components of CI/CD/CT



* Continuous Integration (CI): CI involves automatic integration of
the code changes to the central repository. It can be applied to the
configuration scripts such as those written in YAML or Python. As
part of NetDevOps, automated tests are performed to check for any
syntax errors, compliance, or best practice. Changes to network
configuration (including security policies) are managed via version
control systems like Git. For example, when a network engineer
pushes a change to the network configuration repository, the CI
pipeline can validate if any new security policies introduced do not
break the zero trust principles such as least privilege or
microsegmentation.

* Continuous Development (CD): Continuous Delivery (CD) ensures
that software is always in a deployable state with automated testing,
while Continuous Deployment (CD) takes it further by automatically
releasing updates into production without manual intervention.
Typical stages included in this process are development, staging, and
production. Multiple analysis and validation steps are included in
each stage. Figure 2-9 shows the sample CI/CD/CT workflow. You
will also notice that after the staging stage, Golden Config is
generated, which can then be deployed in the production
environment with confidence.
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Figure 2-9 CI/CD/CT Workflow

* Continuous Testing (CT): CT involves integrating automated
testing into the development pipeline to provide feedback on the
quality and performance of the code throughout the development
lifecycle. Testing modules can simulate different network attacks to
test the effectiveness of new security controls or validate that access
controls are correctly implemented as part of the new configuration
set.

Al and Machine Learning with Automation

Artificial intelligence (Al) 1s a broad field of computer science that aims at
creating computer systems that can perform tasks with similar intelligence
to humans. There are several subfields within Al, such as machine learning
(ML), neural networks, and large language models (LLMs). Figure 2-10



shows the relation between these Al subfields. Next, let’s examine the basic
differences and correlations between these technologies.

Artifcial Intelligence

A Field of Study to Mimic Human Intelligence in Machines

Machine Learning

Machines are Trained to learn from Data and Make predictions

Neural Networks

Mimics Human brain neurons to understand complex patterns

Generative Al

Creation of new content by learning patterns from existing data

Figure 2-10 Relation Between Common Al-Related Technologies

Machine Learning (ML)

Machine learning is a subset of Al that focuses on developing algorithms
that allow computer systems to learn and make predictions based on
historical data and information. These algorithms improve their accuracy
based on training data provided to them. A primary use case of ML is to
help with predictions. You will see ML is used in different networking
products to predict future behavior, such as congestion, wireless
interference, and probability of network breaches based on the current state



of these systems (like configurations, software code) and historical data on
such incidents. The training data set is critical for ML algorithms to work
optimally. You can train these models using different techniques; some of
the common ones are as follows:

* Supervised Learning: In this method, ML algorithms are trained
based on labeled data using classification and regression techniques.
Classification allows models to put items in a specific category; for
example, you can train an ML model to clarify email as spam” or
“not spam.” The model learns to classify the new emails based on
parameters like sender, subject lines, and content. Regression is used
to understand the relationship between dependent and independent
variables. Applying regression to the spam email example, instead of
just labeling emails as "spam" or "not spam," you can predict a
continuous probability score that indicates the likelihood of an email
being spam. This probability score can be used to prioritize emails
for review or to set more dynamic thresholds for spam detection.

* Unsupervised Learning: In this method, ML algorithms are trained
on unlabeled data where the model tries to find hidden patterns and
intrinsic structures. One technique of unsupervised learning is
clustering, which is a grouping and sorting of items with similar
characteristics. For example, if you have a box of mixed LEGO
pieces, you can group them based on similar shapes or color. Another
example of applying this concept to network observability is
detecting anomalous traffic patterns to help identify potential
security breaches, misconfigurations, or other issues. Since
anomalous traffic data is not labeled, unsupervised learning
techniques like clustering can be used to identify these anomalies.
Clustering objects in a simple manner by focusing on a primary
feature, like the color of LEGO in the example, is known as
dimensionality reduction.

* Reinforcement Learning: In this method, learning is motivated by
rewards. Learning is through the trial-and-error method to maximize
a reward. As an example, if you want to teach your dog to roll over,
you give instructions and commands. When the dog performs the
desired action, you give it a treat. Over time the dog learns that doing



the action or specific actions maximize the treat. Similarly, you can
train the malicious traffic detection system and create a reward
function to improve the trust score every time it detects the correct
anomaly, to reduce false positives over time.

Neural Networks

A neural network is a type of machine learning model inspired by the
human brain structure. It consists of interconnected nodes called neurons
that are organized into different layers. It has one input, one output, and
several hidden layers. Each connection between neurons is associated with
the weight that adjusts based on new learning by the network.

 Input Layer: Features such as packet size, protocol type, source and
destination IP addresses, and port numbers are used as input.

* Hidden Layers: These layers process the input data to extract
patterns and relationships. For example, the network might learn that
certain patterns of traffic are indicative of a distributed denial-of-
service (DDoS) attack, while others are typical of normal operations.

* Output Layer: The network outputs a classification, such as
"malicious" or "benign," based on the learned patterns.

* In a network environment, neural networks can be used for tasks like
classifying network traffic. For instance, suppose you want to detect
whether incoming network traffic is benign or malicious

Figure 2-11 shows a typical neural network with multiple input, output, and
hidden layers. In the case of the previous example, because we intend to
classify the traffic into the two categories malicious and benign, the number
of output layers will be two in this case.
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Figure 2-11 Sample Neural Network with Multiple Hidden Layers

Generative AI and LLMs

Generative Al (GenAl) i1s a broader field within artificial intelligence that
encompasses various techniques and models, including but not limited to
neural networks. It is designed to create new content or data that mimics the
human-created material. It can generate new text, images, video, music, and
SO on.

Large language models (LLMs) are a type of GenAl that specifically
focuses on understanding and generating human language. They are trained



on vast amounts of data to learn patterns, grammar, and context. Once
trained, LLMs can predict and generate text based on a given prompt.
Because these models might not be trained on the latest data, it is often
integrated with retrieval-augmented generation (RAG). RAG is primarily a
method to add the latest domain-specific information to assist the GenAl.
For example, if you want information on later cyber threats, LLMs may not
return the best answer because they may have been trained a few months or
years back. In such cases, RAG can search the latest threat intelligence
reports, security advisories, and so on. The LLMS then use the latest
information to produce more accurate answers.

GenAl and LLMs can significantly enhance network automation by
providing intelligent solutions for network configuration, troubleshooting,
and management. GenAl offers many opportunities to automate tasks.
Some of the common use cases that actively use GenAl at the time of
writing this chapter are as follows:

* Issue Diagnosis: LLMs can analyze the log files, error messages,
and symptoms. Based on their diagnosis, they can suggest the
troubleshooting points.

* Debugging Network Scripts: You can pass an error while running
your scripts to LLMs to identify the issue, and they can do analysis
to find the root cause and suggest steps to fix the issue.

* Policy Generation: GenAl can analyze the network configuration
and compare 1t with established policies to identify any deviations
and compliance.

* Documentation: You can use GenAl to automate the creation of
documentation.

* Adaptive Scripts: You can use GenAl to write scripts that adapt
based on evolving network conditions or requirements, guided by
GenAl’s insights and recommendations.



Data Lakes

A data lake is a centralized repository that stores vast amounts of raw data
in its native format until it is needed. As you might have noticed, data plays
a critical role for all use cases related to AI/ML. An organization must have
a data lake so that different models can be trained on that data. Even if the
intention is not to use GenAl, a predictive analysis model requires this data
set. Cisco Splunk is an example of a solution that provides a data lake
capability with custom AI/ML-based analysis of the data.

As you learned at the beginning of this chapter, the end goal for any
organization from a zero trust and automation perspective is to reach a self-
driving state where threats are auto-contained and the network heals on its
own. This could be achieved by employing different approaches, as covered
in this chapter. Figure 2-12 covers a generic approach to have such a
closed-loop automation system with zero trust across analytics,
orchestration and automation, and infrastructure layers.
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Figure 2-12 Zero Trust Application Across Closed Loop Automation

Zero trust must be applied across data lakes, automation, orchestration, and
analytics to ensure consistent and comprehensive security.

* Data lakes provide a centralized view of all data, and applying zero
trust ensures that access to sensitive information is tightly controlled
and continuously monitored, reducing the risk of unauthorized access
or data breaches.



* Automation in zero trust helps apply security policies consistently
and without human error, ensuring that only trusted users and devices
are granted access at all times, even in complex and dynamic
environments.

* Orchestration integrates multiple systems, and applying zero trust
across all of them ensures that security actions, such as threat
detection or incident response, are coordinated and executed quickly,
without delays that could lead to vulnerabilities.

* Analytics uses data to detect threats, and with zero trust, analytics
can be used to continuously evaluate user behavior and network
traffic, ensuring that only legitimate actions are allowed while
identifying and blocking suspicious activities.

By applying zero trust across all these components, organizations can create
a unified, automated, and proactive security environment, reducing risks
and ensuring that every access request is thoroughly verified, regardless of
its origin.

Summary

In this chapter, you learned how automation and orchestration play an
important role in consistently applying configuration settings and policies
that support the enterprise's zero trust strategy. These tools help ensure that
the right security measures are deployed across the network and that they
follow the zero trust principles.

However, policies by themselves do not automatically create a zero trust
environment. The real goal is to implement and reflect a zero trust strategy
by using the right configuration settings, creating appropriate security
policies, and integrating them with automation and orchestration tools. This
combination ensures that access 1s continuously verified, and security
measures are consistently enforced across the organization.



Chapter 3. Zero Trust Network
Deployment

In this chapter, you will learn about the following:

* Zero trust and functional pillars

* Elements of zero trust policy

* Tools and technologies for zero trust deployment

* Greenfield versus brownfield zero trust network deployment

In today’s risky and uncertain times, organizations need to build a solid
foundation for reliable and adaptable security operations. This could be
achieved by building zero trust in their IT systems. The zero trust
framework operates on the principle of "never trust, always verify." Unlike
traditional security approaches that rely on a strong perimeter (like
firewalls) to protect a trusted internal network, zero trust assumes that
threats can originate both inside and outside the organization. Therefore,
every request, user, or device must be authenticated and authorized,
regardless of its location within or outside the network. It is important to
understand the functional pillars of zero trust before any organization starts
deploying it. You will need a variety of tools and platforms to deploy zero
trust in your organization. Your zero trust approach must be able to perform
the following four functions:

* Establish Trust: Ensure the system can verify each user and device
connecting to the network.

* Enforce Trust-Based Access: The system should be able to enforce
policies and grant access to the users and devices based on the trust
level. The policies should be applied based on the principle of least
privilege. The access mechanism should protect all network



resources, including applications and data, on-premises and in the
cloud.

* Verify Trust: The system should be able to continuously verify the
trust and dynamically adjust the access to the network. It should not
be a time check and then access is allowed for a longer duration or to
multiple applications.

* Enforce Policies and Monitor: The system should be able to react
to changes in trust by analyzing and coordinating responses to
potential incidents while gaining better visibility into suspicious
activities related to trust levels. A continuous refinement of trust
policies is required.

An organization needs to protect all its assets irrespective of their location.
Some assets could be mobile-like users and devices, and others like
applications, and stationary databases could either be on-premises or hosted
in the cloud. The zero trust approach should consider various factors, such
as user type, location, device type, data requested, and application accessed,
to create robust dynamic policy-based access controls. Some of the
common assets you want to protect in your organization include (but are not
limited to)

» Users

* Devices

* Network

* Cloud

* Applications
* Data

A common question arises: Where to start, and how can you define the steps
toward a zero trust framework adoption?

In the rest of this chapter, you will learn the iterative approach that could be
adopted for securing trusted access for users and devices based on the four
primary functional requirements of zero trust as covered in this section. We
will first look at the key decision points to establish the overall zero trust



strategy that includes establishing trust for users and devices, application
access, and policy enforcement. Next, we will look at the common tools and
technologies to help you deploy zero trust, and finally, we will look at the
approach for zero trust adoption in greenfield and brownfield scenarios.

Elements of Zero Trust Strategy Definitions

In this section, we will look at the key considerations that you will need to
formulate the zero trust deployment policy. These considerations include

* Establishing user trust
* Establishing device trust
* Defining application access policies

* Enforcing policies

Establishing Trust

A trust level represents the degree of confidence you have that a user or
device is who or what they claim to be and that they are authorized to
access specific resources. Unlike older models, where access is granted
based on location (inside vs. outside the network), trust levels in zero trust
are dynamic and can change based on several factors. Trust levels can be
assigned to users and devices.

* User Trust Level: Based on the identity of the person accessing the
network

* Device Trust Level: Based on the security status of the device
accessing the network

The first functional requirement of zero trust is to establish trust for users
and devices. This requirement could be divided into two categories: users
and devices. Let’s look at both of them in detail.



User Trust Definition

The purpose of defining user trust is to verify the user’s trust and enforce
the principle of least privilege. You need to start evaluating what
mechanisms and processes are there in your organization to authenticate
and authorize the users before they can access the resources. But wait,
which users? There could be different types of users having different
privilege access. To start, do the following:

1. Identify the user types and roles (employees, including contractors,
temporary users, and guests).

2. Associate the risk with each user type, based on their function and
type of data they need to access.

3. Identify the assets that need to be accessed by these user groups.

4. Identify the location of assets each group needs to access—on-
premises, cloud, DMZ, and so on.

Following these steps, you will get a matrix that shows the user group and
their need to access, which type of information, and where that information
is stored. As a next step, you need to define the trust level for each user type
based on the authentication and authorization system in place or planned.
You can start evaluating as follows:

* How does an employee need to be authenticated and authorized?
* How does a partner need to be authenticated and authorized?

* Can you deploy multifactor authentication (MFA)? If yes which
applications are critical?

* [s biometric-based passwordless authentication required?

* How often is the MFA required, and what reauthentication triggers
need to be deployed?

* Do you have a secure identity database for the full type or contract
employees?

Once you have evaluated the responses to the questions, you will then need
to devise a policy, plan, and then deploy the solution that allows strong



authentication and authorization of the users before they can access any
information. User trust can be verified using different methods and actions
such as :

* Multifactor Authentication (MFA): Ensure users verify their
identity through multiple factors (something they know, have, or are)
—for instance, a password combined with a mobile authentication
app or biometric verification.

* Role-Based Access Control (RBAC): Grant users access only based
on their roles, ensuring they can access the minimum necessary
resources.

* Contextual Authentication: Authenticate based on context (time of
access, location, device type) to provide a more secure, tailored
approach.

* Just-in-Time Access: Ensure that users get access only when they
need it and that it’s revoked immediately after their session ends,
minimizing the risk of lingering access.

* User Behavior Analytics (UBA): Monitor user activity in real time,
including access patterns and application usage. Anomalies (e.g.,
accessing data from an unusual location or time) trigger additional
authentication steps or even block access.

* Dynamic Risk Scoring: Assign risk scores to users based on
behavior, device posture, and external factors (e.g., suspicious login
attempts). Trust levels adjust dynamically based on these scores.

For a greenfield scenario (described more fully later in this chapter), it is
easy to plan, design, and implement first. Users are then onboarded to a
well-defined and secure environment. But in a brownfield environment, you
might face challenges such as users being hesitant to adopt new methods of
authentication. Some workflows might need to be interrupted to adopt a
new user identity verification system. To overcome some of these
challenges, you must do the following:

* Prepare clear communication and messaging for the need for change.



* To avoid any hiccups due to technical glitches, ensure that all
systems are tested. You can start the pilot with a small group and data
set as 1dentified in the matrix.

Device Trust Definition

Defining device trust means ensuring that a device is safe and authorized to
access the network. You must never assume that any device is safe because
it is inside the network or is company-owned. Especially with BYOD
policies, employees are now allowed to bring their own devices to work.
Such devices need to be secured and segmented properly. Ensuring devices
accessing your network are in a healthy state is a critical step for zero trust
deployment. You can start by doing the following:

* Evaluate the type of the company’s own assets, such as model, make,
and operating systems.

» Rank devices based on the risk and data sensitivity.

* Create a list of technologies that can be used for device trust such as
virtual private network (VPN), mobile device management (MDM),
and certificates.

* Create a strategy based on supported devices and their capabilities
such that each device can be continuously authenticated.

It i1s important to understand the difference between a company-owned asset
and company-managed asset. A company-owned asset is owned, managed,
and fully controlled by the organization, whereas a company-managed-only
device typically includes BYOD devices that an employee can purchase but
are managed by the company. This is typically done by enrolling devices in
an MDM system that defines the security policy and configuration for the
device such as certificate requirements or password lengths. You can even
wipe an entire device remotely if an employee reports it as stolen. Access to
further applications and resources could be constrained for such devices.
Because managed devices are tracked, enrolled in configuration and patch
management programs, and continuously monitored for security incidents,
the trust level for such devices is always higher than for unmanaged
personal devices. As such, your zero trust policy usually allows Internet-



only access for unmanaged personal devices. We have discussed managed
and unmanaged devices, but how do you bring a device under
management? You can use a combination of solutions such as

* Certificate-Based Trust: In zero trust, every device must prove
itself before accessing any resource. Using certificate-based trust, a
device proves its identity by showing its digital certificate. Even if
the device is already inside the network, it must keep proving its
trustworthiness every time it tries to access new resources or data.

* Device Health: It is important to ensure that a device is healthy
before it can be allowed on the company’s network. Even a
company-managed device with a certificate installed can get
infected. It is important to use device posture as one of the device
trust points. Validating if the endpoint security agent is installed to
protect against the threats helps in establishing trust.

Device trust further strengthens the security because now an attacker needs
not only a valid user credential but also a trusted device to launch any
attack. A combination of trusted users with trusted devices is commonly
used as part of the zero trust policy definition to provide different levels of
access. Typical components you will require for device trust include

» PKI Infrastructure: PKI (Public Key Infrastructure) is a framework
that manages digital certificates and encryption keys to enable secure
communication and authentication over networks. In zero trust PKI
is used to issue device certificates. These issued certificates will be
used for identifying all company-managed assets, including
company-owned or BYOD assets.

* Security Agents: A variety of tools can be installed on company-
owned assets, such as endpoint agents, VPN, VPNless remote access,
and device posture agents. For BYOD, an MDM solution could be
used.

 Central Inventory: It is important to have a central inventory of all
devices in your network with proper asset tags, owners, type of
access required, and so on.



One common challenge with device trust is the hesitation of users to install
any agent or certificate on their devices due to privacy concerns. This
requires careful validation based on the local laws, so the organization must
use a solution to verify the trust without violating privacy. As an example,
monitoring the website that a user visits on a BYOD could be considered a
privacy issue, while suggesting a stronger login password with a specific
key length could be considered a genuine safety measure.

With user and device trust policies established, you now know who can
access the network using which types of devices. We have covered a high-
level approach, but you need to go multiple levels down to establish
detailed policies, tools, procedures, and ways to track the user and device
trust. Once you have done this, the next step is to enable access to the
application by framing policies that a combination of users and devices can
access.

Trust Score Calculation

Trust levels can be represented as scores or risk levels based on multiple
factors. Here’s a simple breakdown of how they might be calculated.

Each factor gets a score, and the total score determines the user/device trust
level:

* Base Trust for User Credentials (e.g., MFA or SSO): 50 points

* Device Security (e.g., fully patched, antivirus running): 30 points
» Geolocation (known/unknown location): 10 points

* Time of Access (normal/abnormal): 10 points

If all conditions are met, the trust score would be 100. A lower score (below
a set threshold, e.g., 70) might trigger additional security actions, like
reauthentication or restricted access

Instead of adding points, you can subtract trust based on risk indicators. For
instance:

* Base Trust: Start at 70.

* Subtract 40 if the user uses only a password (no MFA).



* Subtract 20 if the device is missing recent patches.
* Subtract 10 for unrecognized geolocation.

Once a trust score or risk level is assigned, the system decides how much
access to grant and whether any additional actions are needed:

* High Trust Score (90-100): Full access to the system, no extra
verification needed.

* Medium Trust Score (70-89): Limited access, or additional
verification required like MFA.

* Low Trust Score (Below 70): Deny access or allow access only to
less-sensitive resources.

Defining Application Access Policies

The entire idea of establishing trust for users and devices is to allow them
access to business applications in a secure way. This ensures that even after
the user and device are verified, they get access only to specific applications
they need. One of the important considerations you need to make is where
the application and data are hosted, such as public or private cloud, on-
premises, or SaaS applications. You will need to devise the policies for
different data sets and applications based on how often they are accessed,
keeping in mind the user experience you want to provide. Following are
some of the decision points for creating policy around application access:

* A comprehensive list of applications used in the organization, both
internal and external, should include cloud-based, on-premises, and
hybrid applications.

« It is also important to identify the application dependencies like
interactions with databases, other services, and APIs. This
information will come in handy while building the
microsegmentation.

* What user types need to access the application? We covered this step
from a user authentication perspective earlier in the user trust
definition, but now you need to map the application in detail, along



with the frequency at which different user groups typically access
any applications, and rank the risk of the applications.

* Policies also need to consider device type and location of user groups
concerning the application accessed. Do you want to reauthorize or
have stricter controls when users try to access the service from a
location that is different from their regular location? If your entire
workforce is mobile, then your strategy needs to include the fact that
random location is normal behavior. In such a case, frequent
location-based reauthorization may result in poor user experience.
You may want to club the common application sets and allow access
based on single sign-on (SSO).

* The SSO-based approach is essential because users often forget
passwords for multiple applications. When many applications are
involved, users may resort to using the same password for all. Here,
SSO provides a centralized enforcement point, allowing the
establishment of policies on password length and change frequency.
It is advisable to implement multifactor authentication with
biometrics alongside SSO.

Access policies should align with user and device trust levels. Trust
depends on contextual factors like location, time, and behavior,
necessitating continuous monitoring even for authorized access. For
example, if a terminated employee quickly downloads multiple files, this
could indicate potential malicious intent. Such behavior should trigger
alerts or adjust access per established protocols. This strict approach reflects
a zero trust framework, which emphasizes that no one is inherently trusted.
Ongoing supervision and adaptive policies are vital to enforce zero trust
principles.

Macro- and microsegmentation form the basis of the zero trust network
access, as you will learn later in this book. From an application perspective,
it is also critical that segmentation considers the following constructs:

* Application-Level Segmentation: Isolate applications from one
another so that a compromise in one doesn’t lead to a breach in
others. This involves defining granular policies for inter-application
communication and blocking unnecessary pathways.



* Data and API Segmentation: Segregate databases, APIs, and other
backend services from applications and users that don’t require direct
access.

* Environment Segmentation: Separate development, testing, and
production environments to ensure that an issue or breach in one
environment doesn’t spread to others.

It 1s also important to think about securing the data in motion. When the
authorized user groups access specific applications, it must be secure.
Following are some of the approaches you may consider:

* Transport Layer Security (TLS): Ensure that all traffic between
users and applications is encrypted using TLS, preventing
interception by attackers.

* End-to-End Encryption: For sensitive applications, ensure that data
is encrypted at rest and in transit, especially when communicating
with external services or across untrusted networks.

* API Security: Use API gateways and API security tools to secure
communications between applications, especially in cloud
environments where APIs are frequently exposed.

Enforcing Policies

With the details gathered so far, now you have a clear understanding of the
users, devices, and applications in your environment. It is time to think
about how to enforce these policies, monitor the users, and continuously
refine them. Because there 1s a complex matrix of users, devices, and
applications, it is important to set a baseline and expand from there. This
means a base trust with the users and devices is based on certain factors like

 [f the user is seen for the first time
* Which factors are used to authenticate and authorize the users
* [f there are signs of malicious activities

« [f the device 1s managed; if yes, company-owned or BYOD?



* Device posture details

If these basic checks pass, you can assign the base trust-level policies that
allow access to the common and less risky applications. You can then add
further levels of trust confirmation for the highly sensitive user and
application combination. This means that with base trust users can access
common applications such as email and Microsoft Office. For example, if
the user login happens at the usual time, using the known devices with an
attempt to access the regular applications, the decision engine could assign
a high trust level with no additional authorization steps required. This will
also help you define trust tolerance, as explained later in this chapter

Granular policies and secondary trust verification are required to access
critical assets, including code or financial information. At this point, you
also need to decide what actions or changes will result in a loss of trust—
for example, a change in hardware. A real-time decision engine is typically
used for adaptive access.

Contextual information from the users needs to be collected, stored, and
then analyzed to continuously evolve the policies. Advanced AI/ML-based
analysis engines could be deployed for this behavior analysis. The
information base must have information from events, as described in the
following subsections.

Contextual Data

User roles and devices change over time. Employees might change their
role for various reasons, such as changing teams or getting a promotion. As
a result, the location to access the information also changes. Device type,
operating system, and applications used might also change. It is important
to collect all this information.

Connection Metadata

It is important to collect user role information and device details at the time
of login. User roles could easily be collected from the active directory
group memberships, and device details can be collected during posture
assessment. Operating system version, installation of mandatory endpoint
solutions, device status (e.g., if jailbroken)—all must be collected and



stored for further analysis. This also allows you to have a central inventory
of all the devices in one place with their security state. This information,
when combined with the user information, provides insights into the
compliance status of teams and individuals. Necessary actions can be taken
if noncompliance is related to a specific group or team.

Logging Suspicion Actions

As you established the baseline trust earlier, it is also important to create the
baseline behavior of the users within that trust level. Any deviation from the
baseline needs to be recorded and analyzed, and immediate action should be
taken. Continuous failed attempts at authorization, use of unsupported
platforms to access resources (like jailbroken devices), and attempts to
access resources with different user credentials from the same device must
all trigger alerts, and immediate action needs to be taken based on company
security policies. Additional authorization using MFA, device quarantines,
and reduced trust level with each event like this are some of the many
actions you can take in these cases. Detailed analysis will help you identify
the repeat offenders (intentional or unintentional). Al-based predictive
analysis could be used once sufficient data points are available, to help
prevent the attacks, reduce the attack surface, and create a self-healing
network. Details on self-healing and maturity levels are covered in the later
chapters.

Trust Tolerance

Trust tolerance is the degree of flexibility in the zero trust model. While the
fundamental principle is “never trust, always verify,” trust tolerance allows
for different levels of stringency depending on various factors like the
sensitivity of the resource, user context, or current security posture of the
device. It answers the question: "How much risk are we willing to accept
for this specific access?"

* High Sensitivity (Low Trust Tolerance): When a user is accessing
critical systems (e.g., financial records, confidential data), there is
minimal tolerance for risk. Trust levels must be high, and any small
deviation (like accessing from a new location or using a



noncompliant device) should trigger additional security measures or
block access.

* Low Sensitivity (Higher Trust Tolerance): When a user is
accessing less critical resources (e.g., internal HR portals or general
information), the system can tolerate more variations in trust. For
instance, accessing from an unfamiliar device might still be allowed,
but with more monitoring.

In zero trust, you will create a dynamic trust tolerance, which adjusts based
on the current risk environment. A user trust value could be very high at the
time of initial login and authentication. However, as the user tries to access
different applications, the trust level can erode based on that user’s
behavior. Every organization needs to devise policies that reflect its trust
tolerance. Threshold-based dynamic access policies need to be defined. If
the trust level of a user is maintained, the sessions and access levels could
be extended by a predefined time. In that case of trust falling below a
certain threshold, the user needs to be reauthorized before access to the
existing or new applications can be granted.

Several tools can help organizations manage trust tolerance within a zero
trust architecture:

* Identity and access management (IAM) tools like Okta or Microsoft
Azure Active Directory allow for context-based access policies that
adjust trust levels dynamically.

* Security information and event management (SIEM) solutions like
Cisco Splunk or Elastic Stack help monitor security events and adjust
trust tolerance based on real-time risk factors.

* Endpoint detection and response (EDR) solutions like Cisco Secure
Endpoint or CrowdStrike provide continuous monitoring of device
security, adjusting trust tolerance based on device posture.

By this point, you must have a clear understanding of the overall approach
and key decision points to develop a zero trust policy by defining clear
objectives around user and device trust, application access, and policy
definition requirements. In the next section, we will explore various tools
and technologies that help you achieve these outcomes.



Tools and Technologies

When an organization implements a robust zero trust architecture, a variety
of tools and technologies are essential for continuously validating users,
devices, and applications at every access point. These solutions work
together to ensure that only authenticated and authorized entities are
allowed to access specific resources. By leveraging these technologies,
organizations can enforce strict security policies, limit potential attack
surfaces, and create an environment where trust is never implicitly granted
but is verified with each interaction.

Central Inventory

A central user and device inventory is like a list that keeps track of who the
users are and what corporate and personal devices they are using. Each user
and device has a role or job. These roles tell the system what the user or
device is allowed to do. This inventory helps the security system decide if a
user or device can access certain information or parts of the network. One
of the primary ways to implement zero trust is to assign users and devices
to specific domains based on their communication needs. Typically, every
organization will maintain the active directory for its users, grouped under
different business groups. These active directories are then mapped with
authentication servers like the Cisco Identity Services Engine, and different
policies can then be created for different sets of users. Additional
parameters—device type, posture state, time of day, and so on—can be used
in authorization policies.

Having a central repository is one of the prime requirements of zero trust
implementation. At the time of writing this chapter, Cisco Identity Services
Engine can join up to 50 active directory domains. This allows segmented
domains to be brought under a single zero trust policy domain.

Identity and Access Management

Validating the user identity using strong methods 1s fundamental to the zero
trust implementation. Passwords can be easily stolen and reused; as such,



strong authentication methods such as MFA need to be part of the user
validation. Following are some of the approaches you can take:

* Multifactor Authentication (MFA): Ensure users provide two or
more ways to prove their identity (for example, a password plus a
one-time code sent to their phone).

* cMFA: Use tools that support continuous validation of the user
identity at fixed intervals or based on triggers.

* Single Sign-On (SSO): Allow users to log in once and access
multiple applications securely.

* Role-Based Access Control (RBAC): Set up permissions based on
user roles, ensuring people access only what they need. For example,
a marketing team member should not access financial systems.

Tools like Okta, Microsoft Azure Active Directory, or Duo Security can
help you manage identities and enforce MFA and SSO.

Network Segmentation

To apply the zero trust polices, a network must be segmented using macro-
and microsegmentation approaches. Remember that zero trust is not only
about providing secure access; it is also about reducing or limiting the
impact of any attack. Network segmentation reduces the attack surface by
limiting access to a specific domain.

Macrosegmentation is a way to divide a network into smaller virtual
networks (segments), usually based on the types of users, devices, or
applications. Each virtual network will have its own security rules. For
example, you might create one network segment for employees, another for
guests, and a third for sensitive data. In zero trust deployment,
macrosegmentation helps by limiting who can access certain parts of the
network. Even if someone gets access to one segment, that person can’t
move freely to other segments without passing additional security checks.
This makes it harder for attackers to spread across the network, improving
security and reducing the risk of unauthorized access. You will create



macrosegmentation using firewall boundaries and virtual segmentation
using concepts of virtual routing and forwarding (VRF).

Microsegmentation approaches like VLAN, security group tags (SGTs), or
endpoint groups (EPGs) in data centers allow microsegmentation within a
macrosegment. The idea is to further restrict and control the
communication. With the zero trust principle, only allow communication to
what is required. To implement this, smaller network segments are desired.
However, the manual assignment of users and devices becomes a
management overhead. That is why automated assignment of
microsegments is done using AAA servers like ISE.

Figure 3-1 shows high-level macrosegmentation using VRFs and firewalls.
You will notice that firewalls are used to isolate the different sections of the
network such as the data center, Internet, and BMS/OT areas. The
microsegmentation approaches of SGT/VLAN can be used to create
microsegmentation within each group. In this example, the enterprise LAN
is microsegmented into various segments for corporate laptops, loT
endpoints, and collaboration endpoints. The OT network is using VLAN as
a microsegmentation approach with the firewall creating a separate OT zone
and macrosegment.
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Figure 3-1 Network Segmentation for a Typical Enterprise with IT, OT, and Data Center
Blocks

Device Posture with Endpoint Security

Because different types of endpoints will connect to different parts of the
network, it 1s important to ensure these endpoints are healthy. Even though
the devices will connect in their own microsegments, still they can pose
risks to the network and other devices. Accessing the device health and
providing that information to AAA servers allow them to be put in the
correct microsegments. If a device is detected as unhealthy, usually it is
kept in a quarantine zone with access to only remediation tools.

* Check Device Health: Ensure all devices that access your network
have security updates and antivirus software installed.

* Device Authentication: Verify that devices are authorized to access
the network. If a device is not secure (e.g., using outdated software),
block or limit its access.

* Endpoint Detection and Response (EDR): Monitor devices in real
time to detect and respond to potential threats.

Tools like mobile device management (MDM), Jamf, or Microsoft Intune
can help control device security and access their posture. Cisco Secure
Client provides a modular approach with VPN, Posture, and zero trust
network access (ZTNA) modules for zero trust deployment.

Virtual Private Network (VPN)

A virtual private network is a technology that creates a secure connection
over the Internet. Please note that not all VPN types offer encryption and
authentication. In the context of this section, our focus is on SSL/IPsec
remote access VPN technologies. VPN allows users to send and receive
data as if their devices were directly connected to a private network, even



when they're using public networks like Wi-Fi in a coffee shop or hotel.
This secure connection i1s made possible by encrypting the data being
transferred and masking the user's IP address, ensuring privacy and security.
In a zero trust environment, users and devices must be verified before
accessing sensitive resources. VPNs help enforce this by requiring users to
authenticate themselves before they can establish a connection. This
authentication process adds an extra layer of protection, ensuring that only
trusted users can connect. However, you will not be able to apply granular
controls with the VPN as demanded by the zero trust. You will note that
many companies are moving away from VPN-based access and adopting
VPNless secure access using SASE/SSE. VPN is used only for the legacy
use cases and that can also be toward the SSE module in the cloud rather
than the data center. What it means is that users will connect via VPN into
the SSE module with a VPN concentrator sitting in the cloud. Once the user
is connected via VPN, it has to go through the regular security service chain
before it can access any kind of data either from cloud service providers
like SaaS applications or anything in the company data center. This is
explained in detail in the section “Applying Zero Trust Using SSE.”

In summary, traditional VPN connections to the organization’s data center
allow you to tunnel traffic into the organization, but there is no easy way to
apply detailed zero trust checks and policies. Doing so is not impossible,
but it does make the design complex. At the time of writing this chapter, the
industry is moving toward centralized cloud-based ZTN deployments.

Identifying Business Workflows

At the start of this chapter, we presented an approach to identify and define
the trust for users and devices to allow access to different applications using
zero trust principles. Now at the time of the deployment, you need to
convert them into business workflows. Following are some of the common
workflows:

* On-premises employee with a trusted device accessing a private
application in the local data center

* On-premises employee with a trusted device accessing a private
application in the cloud/SaaS



* On-premises contractor with an untrusted device accessing private
applications

» On-premises guests with untrusted access accessing the Internet only

* Remote employees with trusted devices accessing private
applications on data center

* Remote employees with trusted devices accessing applications on
SaaS

Applying Zero Trust Using SSE

Secure Access Service Edge (SASE) is a cloud-based security model that
merges networking and security services into one platform, integrating
features like software-defined wide area network (SD-WAN), firewalls, and
identity-based access control. Security Service Edge (SSE), a subset of
SASE, focuses on security technologies such as Secure Web Gateway
(SWG@G) and Cloud Access Security Broker (CASB). In a zero trust
environment, cloud security is crucial as applications move to the cloud.
SASE and SSE offer cloud-native tools like CASB to monitor data use and
ensure compliance, verifying security continuously even when accessing
services remotely. SASE facilitates secure remote connections without
traditional VPNSs, providing scalable security. SSE safeguards access to
cloud apps regardless of user location and, while initially for cloud use,
SSE has become the primary method for implementing zero trust due to its
simplicity and flexibility. This topic requires detailed discussion for zero
trust deployment by any organization in the current era.

Let’s look at the components of SSE before we delve into the details of the
deployment strategies. SSE has multiple components such as (but not
limited to)

* Firewall as a Service (FWaaS): FWaaS delivers firewall
functionality via a cloud service, enabling organizations to apply
security policies throughout their network, even for remote users. It
evaluates and controls traffic flowing between users and applications
to thwart threat attacks.



* Secure Web Gateway (SWG): SWG safeguards users from web-
based threats by filtering out unwanted content, blocking malicious
websites, and enforcing acceptable use policies. It also inspects

encrypted traffic to ensure that threats aren’t concealed within
SSL/TLS.

* Cloud Access Security Broker (CASB): CASB serves as a security
gatekeeper between users and cloud services, implementing security
policies, tracking usage, and safeguarding sensitive information in
cloud applications.

* Data Loss Prevention (DLP): DLP is designed to detect and prevent
unauthorized access or sharing of sensitive data. It monitors and
controls the movement of sensitive information across the network to
ensure it 1s not leaked or accessed by unauthorized users.

* Secure DNS: It helps endpoints from rogue websites. User DNS
requests are forwarded to the secure DNS module within the SASE
platform, where the URLs are validated against the central database
for any vulnerability. Only safe websites are resolved for the users,
while URLSs hosting malicious content are blocked and the user is
notified.

Using SSE, you can deploy zero trust for all common use cases including

* Private application access by the users either on-premises or in the
cloud/private cloud

* Secure Internet access

* Legacy VPN-based connectivity to resources both on-premises and
in the cloud

As identified in the business workflows, different types of users and device
combinations will be used in any organization. Based on the user types,
devices can be managed or unmanaged. The SSE architecture typically
supports client-based access for managed endpoints and clientless access
for unmanaged devices. Cisco Secure Access 1s an example of SSE that
provides secure access to the applications on-premises or in the cloud with
zero trust components built in.



Next, let’s look at the different use-case types and deployment approaches.

Client-Based ZTNA Deployment for Managed
Corporate Devices

For this first scenario, a zero trust access module needs to be installed on an
endpoint for client-based secure access. Cisco Secure clients have a specific
module for zero trust. Other vendors have similar functionality, either as a
standalone zero trust architecture (ZTA) module or integrated into other
endpoint software solutions. The primary function of the ZTA module is to
intercept and send traffic to the SSE in the cloud based on policies defined
by network administrators. This works as follows:

* The user tries to open any application on their device. The ZTA client
sitting on the laptop controls the traffic routing and usually also
handles functions like device posture. Typically, you define which
applications need to be routed via SSE and which traffic needs to be
sent directly to the Internet. These policies are defined in the SSE
module and pushed to the ZTA client on the device.

* This traffic is intercepted and sent to the SSE in the cloud. The
method to send this traffic to the SSE client is based on the vendor
implementation. Cisco uses the QUIC protocol to send traffic to SSE
per application. SSE providers usually have multiple points of
presence (PoPs) across the planet. Traffic is usually sent to the
nearest POP using anycast IP address.

* Traffic first hits the authentication module that decides whether the
user/device combination is allowed to access that specific
application. Based on the policies defined by the network admin,
further authorization flows such as MFA and device posture checks
are triggered.

 SSE also has policies that define how traffic needs to be routed
toward its destination. The application may reside in the company’s
local data center, served from the public cloud, or it can be an SaaS
application like Office 365.



* Once the user is authorized, traffic is then routed to the specific
destination because SSE usually has direct connections to the
specific data (such as [Psec tunnel to the organization’s data center,
direct high-speed secure connections to cloud service providers).

* The authentication module may trigger periodic reauthorization
based on the trust of the device and application access required based
on the policies defined in the SSE module.

In this scenario, users can access the required application from anywhere in
the world (or from space, as long they have a connection to the SSE portal)
without the need for any VPN client. Their application access experience is
consistent and without the need to reconnect the company VPN. This
method is also known as VPNless secure access. Figure 3-2 shows the
client-based zero trust access architecture for a corporate device.
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Clientless ZTNA Deployment for Unmanaged
Devices

In the previous example, because the device was managed, it was easy to
install the zero trust access module on the client. However, if the user is a
partner or guest and the device is not managed, you cannot use the client-
based ZTA access methods. In such cases, you need to rely on the browser-
based ZTA access. This is also known as clientless zero trust access. It
works as follows:

1. The user tries to access the application via the browser.
2. Traffic is sent to the SSE via HTTPS tunnels.

3. Based on the authentication and authorization policies, the user is
allowed to access a specific set of applications.

4. Traffic 1s then sent to its destination either in the public cloud,
partner data center, or a company data center.

One important difference in this method is that, because there is no ZTA
client present on the device posture, information available to the SSE
module is limited and based on the browser data only. In such cases, it is
recommended to have more restrictive policies. Even in this case, there is
no need for VPN clients. Figure 3-3 shows the browser-based access
architecture to specific applications in the data center/private cloud. Notice
that service chains specific to Internet/SaaS applications have been removed
from this flow.
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VPN-Based ZTNA Using SSE

Let’s assume that some users require mandatory VPN access. In such cases,
you can move your VPN concentrator from the company data center to the
SSE cloud. Users will still connect to the SSE via VPN, and from there,
security service chains and data policies can remain similar to clientless
user access. Figure 3-4 shows the architecture for VPN-based access to
private applications only. It is assumed that the Internet/SaaS application
could be accessed via split tunneling from the VPN client directly.
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Figure 3-4 VPN-Based SSE Integration

SSE Integration for IoT Devices Using SD-WAN

It is not only the users but many devices and [oT devices that need to access
their servers via the Internet. You can direct traffic to the SSE in that case
also. In such cases, endpoints cannot initiate the tunnels or connections to
the SSE POP. Here, technologies like SD-WAN become handy. Assuming
that zero trust-based macro- and microsegmentation are already
implemented using firewalls, VRFs, and VLANSs, traffic from a specific
macro- and microsegmentation can then be routed to the SSE using SD-
WAN. Most SD-WAN solutions like Cisco SD-WAN can route traffic to a
specific destination using a tunneling mechanism based on application type.
Cisco SD-WAN calls it application-aware routing. You can route traffic
toward SaaS applications to SSE and create service chains specific to SaaS
or Internet only. Cisco SD-WAN also supports the auto tunneling capability
to Cisco SSE.

Once the traffic hits the SSE, POP traffic can then be passed to
Internet/SaaS service providers via security service chains or a NAT module
as required. Figure 3-5 shows the users and things traffic via SSE for SaaS
application access for users and Internet-only access for things like [oT
devices.
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Figure 3-5 SD-WAN-Based SSE Integration

Z.TNA Deployment Scenarios

Organizations looking to implement zero trust network access (ZTNA) face
different challenges depending on whether they have a greenfield or
brownfield environment. Greenfield deployments refer to starting from
scratch with no existing infrastructure, allowing for a clean, streamlined
implementation of ZTNA principles. In contrast, brownfield deployments
involve integrating ZTNA into existing, often complex, infrastructures,
which requires careful planning to avoid disrupting current operations. Both
approaches come with unique considerations, from resource allocation to
compatibility with legacy systems, shaping how zero trust principles are
applied. In this section, we will look at the high-level strategy for both
greenfield and brownfields scenarios.

Greenfield ZTNA Deployment

In a greenfield ZTN, you can build all infrastructure with a zero trust
mindset from the start. This allows for a cleaner and simpler
implementation, eliminating the need to manage outdated systems.

In the context of deploying zero trust in a greenfield environment, you can
take the following steps based on the strategic steps included earlier:



1. Define the zero trust objective:

* Formulate a distinct vision for the objectives of zero trust within
the organization, such as strengthening security, ensuring better
compliance, or gaining improved control over the network access.

* Make sure the zero trust deployment is in sync with overall
business goals and strategies. This ensures a strong case for
investments and secures executive support.

* Secure support from senior leadership to guarantee that the
initiative receives essential resources and strategic backing import.

2. Define a roadmap:

* Develop a comprehensive roadmap for implementing zero trust. It
must outline milestones, timelines, and essential deliverables.
Divide the deployment into manageable phases for organized
execution implementation.

* Establish the budget needed for deployment, factoring in expenses
for technology, personnel, and training. Distribute resources
appropriately to facilitate each phase of the project deployment.

3. Develop the architecture and design:

* Develop a high-level architecture that outlines the application of
zero trust principles across the organization. This framework
should encompass network segmentation, identity management,
and access controls.

* Design the network layout while considering zero trust principles.
Ensure segmentation by establishing zones for various types of
assets and data.

* Plan for microsegmentation to limit lateral movement within the
network. Define security boundaries for different workloads and
services.

4. Deploy:

* Establish strong IAM systems for overseeing user identities,
devices, and applications. Implement multifactor authentication to



enhance access security controls.

* Create granular access policies based on user roles, device types,
and the sensitivity of the resources they are accessing.

* Implement next-generation firewalls, intrusion detection
systems/intrusion prevention systems (IDS/IPS), and secure access
gateways.

* Deploy endpoint protection solutions that include antimalware,
encryption, and device management.

* Ensure that applications are securely developed and deployed. Use
application firewalls and secure coding practices.

* Configure access controls to enforce the principle of least
privilege. Use tools to continuously evaluate and enforce access
policies.

* Ensure all data in transit and at rest is encrypted. Use strong
encryption protocols and key management practices.

* Set up comprehensive logging and monitoring to track access,
detect anomalies, and respond to security incidents

5. Validate and train:

* Test access policies to ensure they correctly enforce zero trust
principles and do not inadvertently allow unauthorized access.

* Develop clear documentation and guidelines for users and
administrators on zero trust practices and policies.

6. Adapt and update:

* Regularly update security controls and policies to address
emerging threats and changes in the organizational environment.

By following these steps, organizations can effectively deploy zero trust in
a greenfield environment, ensuring a secure and adaptive access control
framework from the outset.



Brownfield ZTNA Deployment

In a brownfield environment, you deal with established systems, networks,
and infrastructure that have been in place for a while. These systems may be
outdated and were probably designed without zero trust principles. As a
result, there may be existing security vulnerabilities, implicit trust models,
or legacy technologies that present challenges for securing them. When
you’re implementing zero trust in a brownfield, it's essential to thoroughly
assess and adjust the current setup while minimizing disruptions to ongoing
operations. The aim is to gradually transition to zero trust, identify
weaknesses, and bolster security while ensuring smooth operation.
Brownfield settings typically require more phased and adaptable strategies
to prevent business interruptions, whereas greenfield environments enable
quicker and more seamless zero trust integration since they don't require
working around existing infrastructures setups.

You can start with the following steps to define your approach to adopt zero
trust in brownfield environment.

1. Define objectives and business needs:

* Assess the organization’s security goals and what assets are most
critical.

* Conduct a comprehensive assessment of the current security
landscape, including existing access controls, user privileges, and
device management.

* Identify where zero trust is most needed; start with high-risk areas
such as critical data or sensitive applications.

* Define the scope of the zero trust implementation, identifying
critical applications, sensitive data, and high-risk areas that require
immediate attention.

2. Outline the current infrastructure:

* Conduct a thorough audit of the current network, devices, and user
access points.



* Identify gaps where security is lacking or where implicit trust
exists that needs to be eliminated.

* Inventory all applications, devices, and users to understand the
current access state and any potential issues vulnerabilities.

3. Establish user and device trust:

* Start by establishing a baseline level of trust for all users and
devices, regardless of their current access privileges.

* Deploy multifactor authentication to strengthen user identity
verification.

* Implement device posture checks to ensure that all devices are
secured and compliant before access 1s granted.

4. Segment the network:

* Assess whether legacy applications can be segmented or
modernized to reduce security risks and enhance overall security
posture within the brownfield environment.

* Apply microsegmentation to limit access to sensitive resources.
Each user or device gets access only to the resources they
specifically need.

5. Implement adaptive policies:

* Develop dynamic policies that can adapt based on real-time user
behavior, device status, or location.

* Implement measures to enhance device visibility within the
brownfield environment to improve security and reduce risks
associated with legacy technologies.

6. Begin with small steps, then scale:

» Start by applying zero trust principles to a single department or
system.

» Test the framework, gather feedback, and expand gradually across
the organization.



7. Continuously monitor and improve:
* Use security monitoring tools like SIEM to detect anomalies.

* Regularly review and adjust access controls, policies, and system
configurations.

 Continuously iterate on the zero trust implementation,
incorporating feedback, insights, and lessons learned to improve
security posture over time

Summary

In this chapter, you learned about the approach for zero trust deployment by
first defining the strategy for user and device trust, and application access
policies, and then you learned methods for deploying those policies. You
also learned about common tools and technologies, including the SSE
approach to adopting zero trust. Lastly, you looked at greenfield and
brownfield approaches to zero trust deployment.



Chapter 4. Security and Segmentation

In this chapter, you will learn about the following:

* Macrosegmentation and microsegmentation and where to use it
* Security group tag allocation
* Data plane TrustSec deployments

* Control plane TrustSec deployments

Overview

Network segmentation has existed in various forms over the past 30 years.
In the early days of the Internet and corporate networks, routed ports were
considered plentiful, and switched ports were considered expensive. At this
point in time, network separation of resources took place via dedicated,
redundant Layer 3 devices (routers) to create service blocks for each
distinctive set of applications, devices, and users. This approach allowed
operators to deploy rudimentary security in the form of perimeter firewalls
or access control lists (ACLs) for each different service block.

With the introduction of multilayer switching for the local area network, the
ability to create virtual LANs (VLANSs) changed the way that network
operators created service separation, resulting in the consolidation of the
earlier physical domain separations that were awarded by the (very
expensive) approach of building up separate physical blocks on a service
basis. While it may seem peculiar today, at that time, the separation of
domains with VLANs was considered a level of “segmentation” and
potentially even a “security’” enhancement in legacy networks.

Such separation that was being performed at the time on the local area
network was mirrored on the wide area network through separation of



customer-specific traffic flows through frame-relay switching and
Asynchronous Transmission Mode (ATM) using data link connection
identifiers (DLCIs) and permanent virtual circuits (PVCs) to maintain strict
separation between distinct domains or customers, when considering the
context of a service provider deployment.

Over the years, further software-based approaches were introduced. These
approaches bolstered and added new options to separate not only the
broadcast domains of networks but also the respective routing tables and the
data plane forwarding paths associated with them through the introduction
of tag switching, which later became standardized and vendor agnostic as
multiprotocol label switching.

This walk down memory lane—or for many readers, a lesson in the ancient
history of computer networking—describes the precursor events that have
led to what we today refer to as macrosegmentation and microsegmentation.
This chapter will explore when, where, and how to make the right decisions
around which segmentation option is the right approach for your
environment.

Segmentation Options

Options that the operator should consider when it comes to segmentation
are heavily driven by business requirements, corporate security strategy,
and regulatory compliance mandates that dictate which environments they
may need to adhere to. Regardless of whether the technology vertical is
automotive, healthcare, enterprise, finance, or defense, different factors will
need to be weighed against securing the environment versus ensuring
operational usability. Finding the right balance is necessary to ensure that
the network 1s both secure and robust, while enabling the operator to
manage, troubleshoot, and triage the network.

At times, segmentation policy—and where to segment—is not simply a
decision about what is best for the end-to-end architecture and user
experience, focusing simply on the tenets and merits of a zero trust design.
It also can often result of power struggles within an IT organization or
between different siloed teams that are trying to expand, maintain, and
control their technology domains or systems.



When an organization is embarking on this journey, it is important to set
levels on what the goals and objectives are, and how they transcend
department silos, whether they are WAN, LAN, cloud, DC, firewall, or
identity teams. Once these goals are aligned between departments, efforts
and activities—together with corporate security teams—are often required
to ensure that the correct matrix of responsibilities is clear and correctly
understood and accepted.

When we are consulting with customers, one question is frequently raised:
“Where should I select to use microsegmentation, and where should I
consider the use of macrosegmentation?”

The answer to that question often isn’t binary, and there are considerations
associated with governance topics and security concepts within the
organization. From a general perspective, however, there are a few pros and
cons that can be weighed against one another, as summarized in Figure 4-1.

VRF TrustSec  |Comments
Dynamic ACL Segmentation ® o |
Edge Based Policy Enforcement ® Achieved via SGT policy
Routing Table Separation 0 @
Stateful Inspection 0 ® Requires Firewal
Shortest Path Routing ® Q I
Enforcement Audt Tral o ® Requires Firewal
Dynamic Quarantine Enforcement ® 0

Figure 4-1 Micro- vs. Macrosegmentation Considerations

Key differences in the two listed approaches are that the use of virtual
routing and forwarding (VRF)[nd]based functionalities is directly



associated with routed network domains, while security group tags (SGTs)
have a correlation to user identity.

Governance Considerations

While macro- and microsegmentation represent segmentation approaches
based on software constructs within routers, switches, firewalls, data
centers, and cloud hyperscaler environments, the mandate to ensure
separation between the domains is sometimes dictated by certain corporate
security policies and regulations.

In some very select scenarios where mergers and acquisitions come into
play, certain regulators may require that the organizations to be merged
remain separate until countries have officially ratified the merger, with
government approvals going through.

Macrosegmentation

Following the principles that were defined in technologies such as VRF-
Light and MPLS VPNs, the separation of routing tables has provided
numerous benefits to customers who are looking to introduce a level of
security within their networks.

Historically, many customers went to the lengths of maintaining physically
separate hardware to allow for different networks to exist within the same
company. This costly and operationally heavy option led to rack space
ballooning rapidly as their technical solutions advanced and as their
organizations grew.

The use of virtual routing and forwarding instances, as shown in Figure 4-2,
sometimes referred to as virtual networks (VNs), resolved many of the
problems that these customers faced. Using a function within software, they
could create many separate routing tables. This capability opened the door
to service providers being able to use duplicate IP addressing and more
advanced use cases related to customer traffic engineering.
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Figure 4-2 Inter-VRF Traffic Using Macrosegmentation

With the introduction of macrosegmentation through the use of VRF,
customers started to adopt the technology within their networks. Service
providers started to replace their legacy ATM and frame-relay switching
domains with VRFs through the use of technologies such as MPLS VPNv4
and VPNv6. Enterprises began to adopt the technology as a means to
separate key domains of usage within their network.

Most commonly, enterprise customers started deploying macrosegmentation
for the separation of domains, such as corporate clients from insecure
Internet of Things (IoT) devices. In some circumstances, customers also
opted to use this approach to separate wired and wireless guest networks
into separate domains, ensuring that both corporate and insecure guest
devices did not end up within the same routing domain.

At a low scale—two to four virtual networks—enterprise network
architectures tend to be easy to manage, and macrosegmentation is a great
approach to maintain needed separation. In customer environments that
need to scale up to higher numbers of virtual networks, things start to
become much more difficult.

In some scenarios, customers with special IoT requirements have attempted
to deploy a separate virtual network per 10T service type, as shown in
Example 4-1. This approach can become complicated for customers very
quickly.

Example 4-1 Different VN Macrosegmentation Routing Instances on 10S
XE

BN1-HQ#show ip route vrf Mgmt-vrf summ
IP routing table name is Mgmt-vrf (0x1)

IP routing table maximum-paths is 32

Route Source Networks Subnets Replicates Overhead M
static 1 1 0 224 6
connected 0 2 0 224 6
lisp 0 0 0 0 0
bgp 65100 0 0 0 0 0




External: 0 Internal: 0 Local: 0
internal 1 [

Total 2 3 0 448 1

BN1-HQ#show ip route vrf IoT Servicel summ
IP routing table name is IoT Servicel (0x2)

IP routing table maximum-paths is 32

Route Source Networks Subnets Replicates Overhead M
static 0 0 0 0 0
connected 0 3 0 336 9
lisp 0 256 0 28672 7
bgp 65100 0 4 0 448 1
External: 3 Internal: 0 Local: 1
internal 2 2
Total 2 263 0 29456 1

BN1-HQ#

The challenges that are often voiced by customers in such scenarios are

* Heavy usage of IPv4 addressing due to infrastructure and client
subnets

* Routing complexities between domains, often through firewalls

* Manageability challenges for operations teams trying to troubleshoot
* Heavy VLAN consumption and allocation for domain handoffs

* Suboptimal traffic forwarding paths

* Increased size of the failure domain

For service providers, often these challenges are not as common. The
reason is not necessarily that macrosegmentation is any different; rather, it
is often deployed simply to create an end-to-end network per customer. The
nuances and challenges associated with leaking and routing between VRFs
are often not factors that they need to consider in many cases.




To further simplify deployments, service providers often use grade
standardization and automation via tools such as Network Services
Orchestrator (NSO). This links in with customer provisioning portals and
business process automation systems, making the provisioning and
deprovisioning of such networks almost fully autonomous for the operators
within the service provider. Across domains, in modern architectures, there
is also an increasing demand to shift to an Infrastructure as Code (I1aC)
approach for performing network provisioning, deployment, and testing.
This approach is often achieved through the use of tools such as Ansible
and Terraform.

Routing Paths

When looking at macrosegmentation, network teams often use the terms
tromboning of traffic or hairpinning of traffic flows negatively when
making use of VRFs. In more simplistic terms, this actually means that the
source device, whether a laptop or an IoT device, must send traffic a long
distance through the IP network to once again return to a physically
adjacent or close location, sometimes even the same switch. While it is
indeed possible that in certain network architectures and topologies traffic
may take such suboptimal routing paths to get from one node to another, it
certainly 1s not always the case.

In a well-planned network, the resources that should communicate with one
another should normally be structured in a manner that allows for a
relatively short path to be taken. The purpose is to avoid unnecessary
network bandwidth utilization and lower the potential failure domain, in the
case of an outage scenario within the path.

Figure 4-3 illustrates how a network with hairpinned traffic could look in
terms of its forwarding path.



Figure 4-3 Suboptimal Routing

Stateful Inspection

While virtual networks are able to separate traffic using dedicated routing
domains, they do not provide an ability to actually look inside the traffic, or
permit and block flows of traffic between systems at an application level.
This is where stateful inspection comes in.



Stateful inspection enables the network operator and security teams to
inspect within an application traffic flow to identify patterns that may match
malicious behavior and to enforce network actions on the matched traffic
based on a specific security ruleset that is configured.

Often, between different security domains within customer organizations,
there are mandates to perform stateful inspection. In particular, this request
1s seen for customer networks between IOT devices and their controllers,
between IT and OT networks, or between data center resources and the
clients that are connecting to them.

So how does this relate to macrosegmentation exactly? In short, it doesn’t.
However, if we revisit the earlier topic describing the hairpinning and
tromboning that happens between networks using VRFs, this capability can
help in the context of steering traffic between domains through a firewall
for stateful inspection.

The fact that VRFs maintain a strict separation of routed traffic means that
if traffic needs to go between networks, it needs to merge at a central point.
Merging two VRFs at a central point without a security appliance or device
essentially removes all the segmentation benefits that were initially
provided by creating the separation in the first place. For this reason, best
practices for communications between domains require the use of a form of
security.

Audit Trail

In many deployments, it is critical to be able to track down a historical view
of which traffic, network address translations, and security group tags and
even user identity mapping traversed a firewall; this critical piece of
information needs to be captured. Many reasons exist for why this
information needs to be captured: from regulatory requirements for
retention of specific data in financial services domains to the need for
correlation with other systems from an operational perspective to provide
the right insights in outage situations. There are even scenarios where police
or intelligence agencies may require the ability to request the data for traffic
that may have traversed a corporate network at a particular date and time to



initiate legal proceedings against an individual when illegal activities may
have taken place.

To have such a trail of data, the use of a firewall between domains, as
shown in Figure 4-4, can facilitate such audit events being captured.

Figure 4-4 Audit Trail of Events in a Firewall

Note

It 1s possible to collect such communication flows from other
systems in the network to also provide a viable audit. Systems such
as Secure Cloud Analytics can also provide useful data to meet such
needs and requirements.

Failure Domain

Most likely, a logical association with the deployment of a larger number of
hops occurred between a source and destination system for many readers.
The more systems within an end-to-end path, the higher the probability of
one of those intermediate systems failing. This doesn’t necessarily mean
that having a longer end-to-end communication path is always negative, but
rather, when the potential size of the failure domain is increased to a
broader reach, it remains critical that the right levels of resilience and
testing are introduced and validated on a regular basis for their efficacy.



Microsegmentation

In the earlier section, we highlighted many of the benefits and caveats
associated with the use of macrosegmentation. While the technology itself
provides many gains, an area where it struggles to deliver the needed
capabilities at scale is in maintaining the separation of many different
devices or identities without having to send traffic through a central point(s)
in the network to converge. This challenge is the area in which
microsegmentation excels.

Unlike macrosegmentation, in microsegmentation, the separation between
domains is not achieved based on an IP-routed boundary, an IP subnet,
VREF, or the need to traverse a central firewall or route-leaking point.
Rather, the key attribute that is relevant in the context of microsegmentation
is the mapping of an identity to a tag; in real-world terms, this would be
comparable to an individual’s driver’s license or passport, which confirms
their identity to authorities when they travel. In Cisco products, depending
on the associated platform, this tag can be referred to as a security group tag
(SGT) or endpoint group (EPG) when being applied in the context of ACI
data center deployment.

The allocation of a tag or group based on the identity of a system or user to
each and every device within a network provides a much more granular
ability to be able to perform segmentation. The deployment and
enforcement of security group tag architectures within Cisco products are
collectively referred to as Cisco TrustSec. TrustSec not only allows the
operator to allocate a tag based on identity attributes to systems but also
allows for the enforcement of a security policy restricting or permitting
communications between different systems.

Note

In earlier deployments of Cisco TrustSec, the naming convention
source group tag was used; this name has since been deprecated.

You can see an example of how communications may look within a Cisco
TrustSec network in Figure 4-5. The differently shaded user icons in
different colors represent individuals that map to a particular group, within



a single IP subnet. In a macrosegmentation domain, without specific access
lists in place to restrict communications, traffic would be sent automatically
between systems.

When TrustSec is used with security group tags allocated to the clients in
this network, the peer-to-peer communications can be blocked, permitted,
or selectively permitted based on the security team’s or network
administrator’s preferences. Let’s look at the example of the light grey host;
it has an SGT of 100 with an SGT name of K&8SDevEnvl. This particular
tag is used for developers who should only be permitted access to the
Kubernetes development cluster, which is connected with the dark grey icon
at the top left of Figure 4-5. With the correct rule in place, this client device
can communicate with its respective development cluster without access to
any other systems.

A similar configuration could be applied to the other workstations, which
have been allocated SGTs for the IOT-ACS and CorporatePCs tags.



Aqareqate Range 10.0.0.0/16

Agency A Name: K8SDevEnv1 - SGT 100
Agency B i Name: KBSDevEnv2 : SGT 200
Agency G Name:loT-ACS, = SGT 300
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Figure 4-5 Security Group Tag Deployment

The advantage to this approach is that for each and every client device, IOT
device, or even server, an SGT mapping could be applied to align to the
relevant zero trust principles of the organization. This approach limits the
ability for lateral movement between systems to take place, mitigating the
potential for certain exploits to take place from would-be attackers in many
circumstances.

Mapping the identity of the endpoint or the user to a specific system also
fosters the ability to raise or reduce the user’s privileges to the network
based on their role, department, tenure, project engagement status, or
deployed system state. All of this is based on a policy matrix that exists on
the respective platform, providing a dynamic lower level of privilege when
not being updated with the latest security patches.

Configuration policies and contracts can be applied in a similar method to

legacy IPv6 and IPv6-based access lists on Cisco products. However, rather
than selecting a source and destination IP address or address range, you can
define the source group and destination group tag as depicted in Figure 4-6.



Configure Adaptive Policies

You are making changes to following policies:

s f f efif A F P iF Yietam A i cf At )
uree Group Destination Group ustom ACLs Last=entry Rule

[OT_Device : 10 [OT_Servers : 11 allow all

Configure ACLS

Configure custom ACLs on selected policies. Note if multiple policies are selected, changes made here will overwrite existing ACLs.

allow tcp | src: any, dst: 1863
1 MIT MQTT Ports / + 8
allow tcp | sre: any, dst: 1884

Will apply as the last ACL
Last-entry Rule o oy @ Deny

Add an entry

~

Figure 4-6 Adaptive Policy Configuration for Cisco Meraki Deployments

Policies associated with Cisco TrustSec can be configured in a variety of
places and are often depicted in a matrix format, as shown in Figure 4-7 and
Figure 4-8. This approach simplifies the view of the security teams and/or
network operators. Configuration is also possible on the command-line
interface (CLI) of many router, switch, and firewall platforms. Where the
configuration for the deployment of TrustSec tags and policies takes place



can depend on user preference, and architectural decisions that may be
made in the future for a deployment.

The use of Cisco Catalyst Center or the cloud-based Cisco Meraki solution,
where there is no on-premises orchestrator required for command and
control activities, but rather a cloud-based tether to network components
that are being managed, monitored, and orchestrated.

Clsco Wort I 0

virvitw mpongnt TrustSec Policy  Policy 54 I

s ey Production Matrix

Figure 4-7 TrustSec Matrix on Identity Services Engine

Note



Certain features such as Inter-cluster SDA Transit and Inter-cluster
LISP Extranet may mandate that Cisco Catalyst Center be selected
for the TrustSec policy configuration instead of the Cisco Identity
Services Engine.
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Best Practices for Macro- and Microsegmentation

When transitioning from a classic network architecture, which historically
in campus networks have often run a flat global routing table using OSPF as
a routing protocol and relying on Spanning Tree for Layer 2 loop
prevention, an organization needs to take a number of considerations into
account. The same applies for networks shifting from a classic approach of
deploying IPv4 and IPv6 interface ACLs for enforcement of data plane
communications toward the use of microsegmentation.

Key considerations for macrosegmentation should be split into two different
areas. First, what needs to be considered during the migration phase, which,
depending on the size of the network, could take over a year to migrate to
the new mode of operation? Second, post-migration, is there a need for
inter-VN communications? If yes, does the communication from one VN to
another represent a requirement to increase the bandwidth in certain parts of
the network due to potential suboptimal forwarding patterns, and will the
new forwarding patterns potentially increase the latency negatively in time-
sensitive applications?

Following are some important considerations when migrating to
macrosegmentation:

* Until the complete network is migrated, which points in the network
will represent the leaking between routing tables?

* To avoid routing loops in the network, are the correct routing policies
in place to avoid feedback from different VINs?

* How will the temporary traffic patterns look while migrating the
network to use VRFs? Do redundant paths still exist? Has the
resilience concept been tested?

* Do dependent security components need to be adjusted in any way?
Firewalls, load balancers, and so on?

* Which subnets or services need to be leaked from the global routing
table to the virtual networks?



* Which methods will be applied (ACLs/firewall) to ensure security is
maintained during the transition phase and to ensure that clients in
the global routing table cannot access VNs that they should not have
rights to communicate with?

Once migrated to macrosegmentation, these further topics need ongoing
consideration:

* What is the policy for the generation of a new VRF/VN?

* How should address planning take place to avoid suboptimal
routing?

At which point should there be a reevaluation of placement for
workloads, services, and systems when increased bandwidth
demands are observed?

» Which traffic types need to traverse between VN/VRFs?

* How should the redundancy concept look like for inter-VN traftic?
Regional, global, both?

For microsegmentation, there are also a number of considerations that need
to be taken into account when migrating and operating the architecture.
During the migration phase, the following should be considered:

* How will security enforcement take place until the network is fully
migrated (considering that security is enforced on the egress)?

* What is the right balance in terms of policy allocation that maps to
the organizational needs and operational maintainability?

* Should the migration phase only perform a monitoring function, or is
an enforcement function preferred?

» What is the corporate policy for the creation and allocation of a new
microsegmentation domain (or SGT)?

* [s inter-VRF microsegmentation desired, or should enforcement
between VRFs take place on a security appliance?

* Will a default permit or default deny model be selected, and does the
hardware platform selected allow for the future scale needs in either



mode?

» Will external services such as cloud and data center also have
microsegmentation allocation and enforcement?

* [s there a definition of golden templates for microsegmentation
configurations that may exist outside the domain of an orchestrator
for interfaces using inline tagging or systems provisioned with SGT
Exchange Protocol (SXP), and are there regular checks to ensure that
these configurations are consistent?

Upon conclusion of the migration phase, the ongoing operation of the
network using microsegmentation needs to be considered:

* How are policy hits monitored within the architecture? Do operator
actions take place in the case of an unusual peak of permits or denies
for a given policy?

* How often are microsegmentation tags and policy reevaluated for
decommission or enrichment?

* Are flows being enforced on a security appliance like a firewall that
should transition to microsegmentation enforcement or vice versa?

* [s there a need to monitor the ongoing scale of platforms to ensure
that capacity limits are not breached for policy download?

The preceding list of practices is not necessarily a one-size-fits-all topic,
and decisions around which actions to pursue can vary from organization to
organization. That being said, a network tends not to be a static entity but
rather an evolving mass transit system for the communications of business
relevant and critical services. Because these services and their traffic
patterns change and morph over time, so do the requirements to evaluate
and reevaluate the policies, rulesets, tags, and segmentation functions that
are applied for ongoing veracity.



Verification of Security Group Tags on IOS XE
Platforms

The mappings of SGT names to tags within Cisco IOS XE platforms can be
verified on the CLI when you are logged in to the system via Telnet or SSH.
You can use the CLI command show cts environment-data to verify the
deployment of Cisco TrustSec Configurations and the corresponding
security group tag names that have been retrieved from the AAA Radius
Server, as shown in Example 4-2.

Example 4-2 SGT Overview on Cisco I0S XE

Edge#show cts environment-data

CTS Environment Data

Current state = COMPLETE
Last status = Successful
Service Info Table:
Local Device SGT:
SGT tag = 2-00:TrustSec Devices
Server List Info:
Installed list: CTSServerListl-0001, 1 server(s):
*Server: 192.168.70.101, port 1812, A-ID 2781F092AD350599EE43C12
Status = ALIVE
auto-test = TRUE, keywrap-enable = FALSE, idle-time = 6
Security Group Name Table:
0-00:Unknown
2-00:TrustSec Devices
3-00:Network Services
4-00:Employees
5-00:Contractors
6-00:Guests
7-00:Production Users

8-00:Developers




9-00:Auditors

10-00:Point of Sale Systems

11-00:Production Servers

12-00:Development Servers

13-00:Test_Servers

14-00:PCI Servers

15-00:BYOD

16-00:Intranet

17-00:Extranet

18-00:K8S Control

19-00:Workerl

20-00:Worker2

21-00:Worker3

22-00:K8 DEVS

255-00:Quarantined Systems
Environment Data Lifetime = 86400 secs
Last update time = 07:00:28 UTC Thu Aug 31 2023
Env-data expires in 0:18:31:41 (dd:hr:mm:sec)
Env-data refreshes in 0:18:31:41 (dd:hr:mm:sec)
Cache data applied = NONE
State Machine is running

Retry timer (60 secs) is not running

To see the per [Pv4 and IPv6 to SGT Mapping overview, you can use the
show cts role-based sgt-map vrf <vrf name> all command, which
provides an overview of the SGTs known to the platform and the source of
origination for the IPv4 or IPv6 prefix (see Example 4-3).

Example 4-3 SGT1-to-Group Mappings 10S XE

C2-Border-l#show cts role-based sgt-map vrf ENT all

Active IPv4-SGT Bindings Information

IP Address SGT Source




10.17.122.1 44190 CLI
10.20.14.34 18 CLI
10.20.20.1 2 INTERNAL
10.20.20.8 20 LISP
10.20.20.20 20 LISP
10.86.204.1 2 INTERNAL
10.86.204.13 2 INTERNAL
128.0.0.0/1 999 CLI

IP-SGT Active Bindings Summary

Total number of CLI bindings = 4
Total number of LISP bindings = 2
Total number of INTERNAL bindings = 3

9

Total number of active bindings =

Active IPv6-SGT Bindings Information

IP Address SGT Source
2001:DB8:C1:1::1 2 INTERNAL
2001:DB8:C1:1::D 2 INTERNAL
2001:DB8:C2:330::1 2 INTERNAL
2001:DB8:C2:330:100:A08B:A4F0:C468 20 LISP
2001:DB8:C2:330:A4A:D8F1:EE39:283B 20 LISP
2001:DB8:C2:330:354B:5D6:1895:6797 255 LISP
2001:DB8:C2:330:5AD0:D27B:1809:DE93 255 LISP
2001:DB8:C2:330:61B6:3117:BC13:ABE2 20 LISP
2001:DB8:C2:330:E937:AFAF:77A2:EDA2 20 LISP

2001:17:122::1 44190 CLI




IP-SGT Active Bindings Summary

Il
'_\

Total number of CLI bindings

Total number of LISP bindings = 6

Total number of INTERNAL bindings = 3

Network operator and security teams that prefer a programmability-based
approach can leverage NETCONTF, using the popular Cisco YANG Suite
tool shown in Figure 4-9 and Figure 4-10 to retrieve the data in an XML-
based format that provides a more simplistic means to interface with
automation systems and frameworks.
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Figure 4-9 Cisco YANG Suite Remote Procedure Call
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Figure 4-10 Retrieved SGT Mappings in XML Format



Methods of TrustSec Transport

So far in this chapter, we have described the concepts associated with
microsegmentation, including how an operator can choose to view and/or
configure policies associated with the technology. With this foundation, it is
important to understand how the security group tag information is
maintained from one side of an IP network to the other.

With the deployment of TrustSec, two key options are available for how the
tag information is propagated across the network architecture, which is
applicable to both campus and WAN deployments:

* Maintaining the SGT via the control plane
* Maintaining the SGT via the data plane

It is generally considered that the most robust means of carrying a security
group tag within a network is via the data plane, meaning that it is
encapsulated as an extra header field in the IP packet and is transported hop
by hop from source to destination within the network, as depicted in Figure
4-11.
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Figure 4-11 Data Plane Transport of TrustSec Security Group Tags

An alternative option that network and security teams can pursue is carrying
the SGT information in a similar manner to the BGP external routing
protocol, whereby a protocol is transmitting the SGT-to-IP binding
information to relevant nodes within the network.

CTS Inline Tagging

Inline tagging with TrustSec refers to the ability to perform an
encapsulation of the Ethernet frame with a 2-byte Cisco metadata header,



which is inserted between the Ethernet or 802.1Q VLAN header of a
packet. This deployment method ensures that each packet that is being
carried through the network maintains its tag information for transmission

with each relevant data payload, as shown in the Wireshark output in Figure
4-12.
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Figure 4-12 Cisco Metadata Header Wireshark Capture—Inline Tagging

This concept is not new to the deployment of TrustSec. Over the years,
many protocols achieved their functions by being inserted in between
header fields. One such example was the Class of Service (CoS) field,
which was used for quality of service (QoS) in switched networks. CoS
enabled the operator to ensure that QoS values were transported over
network interfaces when configured. One of the key challenges that often
occurred with network operators who configured CoS was that when
parallel links in their switching networks were added or upgraded links
were deployed, implementation teams would forget to configure the CoS
configurations on the new interface, leading to the important quality of
service markings being lost when being transmitted over the new or
upgraded links.

Much like the deployment of CoS in legacy switching networks, on Cisco
IOS XE platforms, the configuration of inline tagging takes place on a per
interface basis. This means that the challenges that were observed in legacy
networks with the loss of CoS markings can also apply to Cisco TrustSec



domains, in scenarios where an operator may forget to configure the inline
tagging configurations on the interface, as shown in the Figure 4-13.
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Figure 4-13 Loss of SGT Due to Missing Configuration on Link

To configure inline tagging in a network deployment, you can use the cts
manual command on IOS XE, as can be seen in Example 4-4.

Example 4-4 TrustSec Interface Configuration in [0S XE

Branch-FIAB#show run int gig 1/0/21

Building configuration...

Current configuration : 444 Dbytes




ip flow
ip flow
ip flow
ip flow

end

switchport mode

monitor
monitor
monitor

monitor

cts manual

Branch-FIAB#

interface GigabitEthernetl/0/21

description HQ cEdge-0 2 0

trunk

dnacmonitor input
dnacmonitor dns input
dnacmonitor output

dnacmonitor dns output

ipv6e flow monitor dnacmonitor v6 input
ipve flow monitor dnacmonitor dns v6 input
ipv6 flow monitor dnacmonitor v6 output

ipv6 flow monitor dnacmonitor dns v6 output

policy static sgt 2

VXLAN Encapsulation

Within Software-Defined Access and Cisco EVPN deployments, VXLAN is
used as a data plane method to carry SGT information used to maintain
microsegmentation. VXLAN is leveraged as the protocol to not only
encapsulate data plane [Pv4 or IPv6 traffic from client and server devices
that are located in the fabric, but also having a Group Policy field for the
SGT and VXLAN Network Identifier field for VRF information, which can
be seen in Figure 4-14. VXLAN also maintains inner-to-outer QoS
mappings by copying DSCP values from the inner packet to the outer
header, thereby allowing the mappings across the underlay for its respective

client traffic.
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Figure 4-14 VXLAN Mappings for Macro- and Microsegmentation

GRE Encapsulation

The generic routing encapsulation protocol, commonly referred to as GRE,
1s another possibility for carrying Cisco TrustSec metadata on the data
plane. Much like VXLAN, it provides the network operator a means to
transport traffic over an underlay network that may not be able to
adequately support Cisco TrustSec.



Although this option can be very useful for deployments, not every
platform can support this capability, even if it supports the GRE protocol.
At the time of writing, some of the ISR, ASR, and C8K routing platforms
could provide this capability, but it was not yet available in the Catalyst
9000 Series of devices.

IPsec Encapsulation

Various Cisco platforms can carry TrustSec data within [Psec payloads,
providing the ability to securely carry TrustSec information end to end
across an insecure IP network or even the public Internet. On supporting

Cisco platforms, the tags can be carried through the negotiation with
IKEV2:

* DMVPN

* Dynamic virtual tunnel interface (dVTI)
* GRE with tunnel protection

* Site-to-site VPNs

« Static crypto maps

» Static virtual tunnel interface (sVTI)

In addition to the deployments listed, the Cisco Meraki SD-WAN and Cisco
Catalyst SD-WAN solutions also can maintain the TrustSec tag information
over the wide area network.

Given the simplicity that is provided by the network orchestrators in terms
of provisioning of the underlying network, the most common and typical
solutions that are seen in customer deployments today are TrustSec being
deployed on the network infrastructure via Cisco network orchestrators.
While very large customer networks have also pursued deployment via
other methods, the simplicity awarded through the configuration being
performed by orchestrator-based deployments has lowered the entry point
for many customers on their journey toward the use of microsegmentation
as a component of their zero trust estate.



Control Plane TrustSec Transport

In some scenarios it is simply not possible to maintain SGT information end
to end across an IP network. These constraints and challenges may arise
when there 1s a third-party SD-WAN or a managed MPLS, service provider,
or WAN in between TrustSec-capable sites or hyperscaler cloud locations.

For these sorts of deployment scenarios, fortunately, a number of tools can
be used to ensure that TrustSec mappings can still be applied, allowing end-
to-end network enforcement to be achieved.

SXP

Scalable Group Tag Exchange Protocol, or SXP, was submitted as draft-
smith-kandula-sxp-00 to the IETF in July 2014 as a means to be able to
maintain and propagate and learn security group tag information between
network systems. This draft expanded over the years, leading to newer
iterations of the protocol, with SXPv4 being adopted within customer
networks for the transmission of TrustSec information in various domains.

While use of the protocol was common, a number of caveats were apparent
with its usage:

* SXPv4 required a peering per VRF.
* A large amount of memory was needed to maintain bindings.

In October 2022, a newer iteration of SXP was made available (SXPv5),
including some further enhancements. The new iteration included the
addition of a 2-byte VLAN identifier field, a 32-byte VRF name field, and
version negotiation capabilities. As a result, fewer SXP peerings are
required to transmit SGT mappings, thus lowering the complexity
associated with the configuration of the protocol within network domains.
Figure 4-15 shows an overview of configured SXP peerings in ISE.
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Figure 4-15 SXP Peerings in ISE

LISP

From IOS XE version 17.8.x and higher, SGT carriage over LISP was
introduced into the Cisco Catalyst 9000 platform software. The introduction
of this capability provided more holistic ways of ensuring that SGT
information could be mapped and maintained to hosts within a routing
domain using the LISP protocol, such as Software-Defined Access. Initially,
this capability was introduced to augment the mappings of highly dynamic
hosts, such as devices which existed within a wireless environment that had
a high likelihood of rapid mobility requirements. By using LISP, you could
execute a means to remap hosts that roamed from one edge switch
(ITR/ETR) to another with relative ease.

In later code from 17.12.x, this capability was further enriched to enable
LISP to carry SGT information over a nonsupporting network, even over
the public Internet.

At the time of writing, although this capability is available in the Cisco IOS
XE code and is exercised within a site for the wireless bridge virtual
machine feature to support and facilitate roaming of bridged VM clients, it
has yet to be automated as part of Catalyst Center’s execution flow for
scenarios beyond this use case.



Static

Within IOS XE software, it is possible to create static binding
configurations of the respective IP addresses that may exist in the global
table or within a VRF and corresponding SGT mapping. Such static
allocations provide a means for client devices that may not have an
allocation over radius or be properly allocated with a subnetwide mapping
to ensure that the right allocation is indeed in place.

When we consider scenarios that involve static versus pool mapping, the
more specific allocation of the static IP to binding mapping will win over
scenarios where there is a broader match.

The configuration for static entries is shown in Example 4-5.

Example 4-5 Configuring Static Bindings on 10S XE

Edgef#fshow run | i cts role-based sgt-map

cts role-based sgt-map vrf ENT 8.8.4.4 sgt 8844
cts role-based sgt-map vrf ENT 8.8.8.8 sgt 8888
Edge#

As you can see in the entries with the source listed as CLI in Example 4-6,
this represents bindings of a static nature that were manually configured by
an operator.

Example 4-6 Corresponding Static Binding in SGT Mapping Table

Edge#show cts role-based sgt-map vrf ENT all

Active IPv4-SGT Bindings Information

IP Address SGT Source

1.1.1.1 17 LOCAL
8.8.4.4 8844 CLI <<< Static Binding




8.8.8.8 8888 CLI <<< Static Binding
172.16.0.1 2 INTERNAL

SGT Priority Order

The IP-to-SGT mapping table has a priority order that it traverses to
identify which source of TrustSec information should be prioritized for use.
For network operators who are familiar with the function of administrative
distance in routing protocols, the mapping table for the use of TrustSec is
similar.

In scenarios where multiple SGT sources are mapping to the same IPv4 or
IPv6 prefix at the same time, the use of the mapping table allows the tie-
breaking decision to take place.

The priority mapping ranges from lowest to highest are as follows, with the
lowest value representing the best choice:

1. VLAN

2. CLI

3. L3IF

4. LISP REMOTE HOST
5. LISP_ LOCAL_HOST
6. OMP

7. SXP

8. ARP

9. LOCAL

10. CACHING

11. INTERNAL

In scenarios where multiple methods to map SGTs to IP addresses are in
use, it 1s important for operators to be mindful of the preceding list order to



ensure that the desired allocations and outcomes are achieved.

Secure Service Insertion

Microsegmentation has the capacity to provide significant benefits in
achieving per client or per device segmentation and separation without
unnecessarily tromboning or hairpinning traffic. For the majority of
environments, sending traffic all the way up to a northbound set of firewalls
or fusion devices that would allow route leaking to take place is typically
something that is avoided when following best practices, unless there is a
need for an audit trail to exist, as described earlier in this chapter. For some
domains, however, particularly manufacturing and industrial, compliance
reasons force them to ensure that certain communications are audited and
protocoled and, as such, must traverse a firewall. This activity is achievable
when leveraging VRF-based separation policies, but performing such
actions rapidly becomes challenging when attempting to do it at scale.

Some Cisco customers need to have VRF-like segmentation for each and
every new loT project. If we’re talking about 5 to 10 VRFs, this is not the
end of the world; but if we’re considering thousands, many roadblocks
come into play, ranging from platform limits associated with TCAM
utilization to complexity associated with IP address planning, naming
conventions, routing policy, and VLAN ID allocations.

Fortunately, through the use of the secure service insertion functionality,
there is another way to achieve such use cases in network environments, as
shown in Figure 4-16.
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Figure 4-16 Secure Service Insertion Traffic Flow



This functionality allows scenarios whereby two devices within the same
virtual routing and forwarding instance are able to be selectively sent to a
firewall for inspection, based on a configurable ruleset. This approach
allows for a significantly higher scale of segmentation deployment, with the
dynamic ability to ensure that requisite auditability is available for flows
where this may be required.

Through the use of secure service insertion, operators can gain the best of
both worlds—having the classic capabilities that are awarded through the
use of microsegmentation, while at the same time being able to perform on-
demand redirection to security appliances such as firewalls for stateful
inspection.

LAN-to-Cloud Microsegmentation

Challenges associated with the ability to maintain end-to-end
microsegmentation have arisen in many customer domains over the years.
However, the value that the technology can bring tends to outweigh the
potential complexities that can arise. In particular, the ability to prevent
insecure peer to peer communication, sometimes referred to as lateral
traversal. The fact that the enforcement of the policy takes place on the
remote edge and between disparate domains can, under certain
circumstances, be problematic. The challenges that may have arisen in the
past tended to come down to the right planning and scale.

For example, consider a northbound data center that has thousands of
workloads that are not correctly mapped to TrustSec within their domain.
To achieve the requisite enforcement, SXP was often leveraged, allowing an
operator to manually create mappings of SGTs to IP addresses. While this
approach was functional, it often resulted in significant numbers of bindings
having to be maintained in locations that were many hops away from the
service to enforce against, resulting in a higher scale requirement on the
intermediate platform tasked with the subsequent enforcement.

With the introduction of common policy in ISE 3.4, these challenges have
begun to be addressed, specifically through a means of harmonizing rulesets
that are leveraged within different domains as a result of a mapping the user
identity. In this way, architectures such as ACI or workloads that may exist



northbound in the cloud using a hyperscaler like AWS, Azure, and GCP (as
shown in Figure 4-17) can use ISE through PXGRID to share their context.
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Figure 4-17 Common Policy Allows for Broader Deployment of Microsegmentation

Considering that, in modern networks, over 60 percent of traffic is destined
toward a cloud service or data center, the addition of this capability
simplifies the end-to-end standardization of policy needed to ensure
continuity within an architecture. This approach can significantly lower the
complexity associated with such a deployment.

Summary

In this chapter, we described macro- and microsegmentation, including their
importance in providing the capability to enforce zero trust security
principles by limiting communications to resources to only systems that



require them. These capabilities represent an important foundation in
enabling security, network, and cloud teams to apply the right security
within their respective organizations.



Part 2: Network Automation
Capabilities in Software Defined
Architectures



Chapter 5. DHCP and Dynamic
Addressing Concepts

In this chapter, you will learn about the following:

* Dynamic addressing concepts in [Pv4
* The zero trust approach to dynamic addressing
* [Pv6 addressing and assignment methods

* [Pv6 first hop security features

Introduction to Dynamic Addressing

An IP address is a unique identifier for a device on a local network or the
Internet. It’s a part of the TCP/IP suite of protocols. An IP address serves
two specific functions: to identify the device on the network and to indicate
its location within the larger network. This functionality becomes important
when we need to route communication packets between two devices across
several routers. However, there are new concepts, like the Locator ID
Separation Protocol (LISP), that untie the bundling of location and
identification from the IP address. LISP forms the control plane for the
Cisco SD-Access solution. In this chapter, we will focus on traditional IP
address mechanisms with common security and resiliency approaches.

In the early days of networking, IP addresses were manually assigned to
devices. This meant that IT administrators had to configure each device
with a unique IP address by hand. This process was time-consuming and
prone to errors like the following:

» Static [P address assignment required careful planning to ensure no
two devices were assigned the same IP address, which would disrupt



network communication.

* This operation was not scalable. As networks grew, issues like
assigning duplicate addresses or updating the addresses when devices
moved to a new location were common.

To solve the problems of manual IP management, dynamic addressing was
introduced. Reverse Address Resolution Protocol (RARP) was the first
effort at solving this issue, but it was severely limited because it was not
able to assign the default gateway and name servers. Both parameters were
critical for network access. In a RARP process,

» The client sends a broadcast RARP on the network with its MAC
address.

* A RARP server receives the request and looks up the static mapping
of MAC-IP binding in its local database.

» The RARP server then sends the response to the requesting device
with its IP address. In this case, the destination address is 0.0.0.0, and
the IP assigned is sent as payload.

RARP was not scalable due to the MAC-IP requirement of static mapping.
Bootstrap Protocol (BOOTP) was the first protocol-based attempt to
automate the process of [P address assignment. It was defined in RFC 951.
The idea was to assign the IP details to the diskless devices because they
did not have the local disk to store their static configuration. It was a simple
protocol where, after booting up, the client sent out a BOOTP broadcast
request to the network. This request was then picked up by the server
listening on UDP port 67. This approach solved the problem of assigning
default gateway and name server assignments. It also supported providing
additional configuration options like the location of the boot file, which was
critical for diskless clients but still required static mapping of MAC-IP to be
stored. The primary intent of BOOTP was to assist the diskless client’s boot
process and not to assign the IP addresses. BOOTP supported the provision
to assign an IP address if the initial request from the client did not contain
an [P address. BOOTP also allowed clients to send optional parameters like
the name of the server that they wished to get a reply from and a generic
boot filename, such as “Unix.” Figure 5-1 shows this process.
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Figure 5-1 BOOTP Process

BOOTP was an important step in the evolution of the network configuration
protocols. It has set the stage for more advanced protocols like DHCP with
additional capabilities. The Dynamic Host Configuration Protocol was first
defined as a standards-track protocol in RFC 1531 in October 1993; it was
an extension to the Bootstrap Protocol (BOOTP), a network protocol used
by a network client to obtain an IP address from a configuration server.

As networks became more complex and new use cases were getting
deployed, there was a need for a protocol that was flexible and able to
provide additional information to the clients beyond IP addresses. DHCP
introduced several additional functionalities and enhancements when
compared to the BOOTP:

* Leasing Mechanism: DHCP introduced the concept of IP addressing
leasing, unlike previous methods where IP addresses were tied to the
devices’ MAC addresses. Clients can now lease the IP addresses for a



specific duration. This allows efficient reuse of the IP addresses in a
network.

Automation Reallocation: DHCP can automatically reassign the
addresses that are no longer in use by other clients.

DHCP Options: DHCP can provide comprehensive network
configuration to the clients via Options. For example, Option 42
carries details about the NTP server that allows time synchronization
across devices, and Option 3 provides the IP address of the default
gateway. It is critical for log analysis and processing to have a
correct timestamp on the logs.

Client Acknowledgment: With a four-step communication process,
including Discover, Offer, Request, and Acknowledgment, there was
a mechanism that could confirm the receipt of details from the server
and also give flexibility to the client to accept or reject offers.

Custom Configuration: DHCP also supports vendor-specific
options, allowing for the distribution of the custom configuration
settings. For example, DHCP Option 43 provides a wireless LAN
controller IP address to the wireless access points, allowing them to
send the connection request. Figure 5-2 shows the typical DHCP
flow.
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Figure 5-2 DHCP Frame Exchange

You can see that the DHCP offer is a broadcast, but under certain
conditions, this message is sent as unicast:

« If the client has included the previously assigned IP address as part
of Option 50, this conveys to the DHCP server that the client has an
existing I[P address. In this case, the DHCP server sends a unicast
DHCEP offer to that IP address.

* When the client wants to renew its lease, the DHCP offer 1s sent as
unicast.

* When a relay agent is used, in that case, the DHCP server can send a
unicast DHCP offer to the relay agent. You will learn about relay



agents later in this chapter.

* DHCP inform is also sent as unicast. The client sends an inform
message to request additional configuration parameters without
obtaining an IP address.

As you know, a DHCP discover message is a broadcast message. It means
that this packet will reach the DHCP server only if it is part of the same
broadcast domain. In a real-world scenario, you will have a central DHCP
server in an enterprise service block that is several routers away from the
client. To solve this problem, the DHCP relay agent listens for the DHCP
broadcast message from the clients on a subnet and forwards them to the
DHCEP server on another subnet. These relay agents are typically located on
a router or Layer 3 switch that connects multiple subnets. Unlike a regular
router, when the relay agent receives a DHCP message, it does not forward
the same packet. Instead, it creates a new one. It adds the gateway address
(the giaddr field of the DHCP packet) and may include extra information
like DHCP Option 82. Then it sends this message to the DHCP server.
When the server replies, the relay agent removes Option 82 and forwards
the response to the client. Figure 5-3 shows the DHCP process with the
relay agent.
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Figure 5-3 DHCP Process with Relay Agent

From a security point of view, DHCP relay helps in certain ways:

* DHCP relay allows the DHCP server to be centralized in a secure
and controlled environment like a data center.

* Having a DHCP server on every subnet increases the attack surface,
making them potential targets for network attacks (for example,
spoofing or exhaustion attacks).



* DHCP relay can be configured on firewalls/routers. Access control
policies can be created to restrict who can send DHCP requests.

» With DHCP relay, since the relay agent is configured to forward
requests only to specific, trusted DHCP servers, it reduces the risk of
rogue DHCP servers influencing network clients.

* DHCP relay can be integrated with other network security
technologies, such as network access control (NAC) systems. For
instance, a DHCP relay agent can work alongside a NAC solution to
ensure that only authenticated and compliant devices receive network
configurations.

Option 82, the DHCP relay agent information option, can be used to
provide additional contextual information about the DHCP requests that can
be used for enhancing security and improving network management. As
shown in Figure 5-3, you can add additional information about relay agent
identity and port/interface where the request was received to the DHCP
request. DHCP servers can then be configured to assign IP addresses based
on this information. Large ISPs use this information to assign IP addresses
based on pools mapped with the location of the client. Option 82 typically
includes two suboptions:

* Circuit ID (Suboption 1): Identifies the specific interface, port, or
circuit on the relay agent where the DHCP request was received. This
can include VLAN information, physical port numbers, or other
identifying data.

* Remote ID (Suboption 2): Identifies the relay agent itself, typically
by including a unique identifier like the relay agent’s MAC address,
a configured ID, or some custom parameters.

Adding Option 82 helps in improving the security posture:

* Option 82 adds information about where a DHCP request comes
from, such as the specific switch port or VLAN. This ensures that
only devices connected to approved locations can receive an IP
address, preventing unauthorized devices from joining the network.

* Rogue devices are unauthorized devices trying to connect to the
network. With Option 82, the DHCP server can identify and reject



requests from unknown or unexpected locations, blocking these
devices from getting an IP address.

* Option 82 allows network administrators to see which device was
assigned a specific IP address, based on where the request came
from. This capability helps in tracking network usage, auditing, and
troubleshooting, making it easier to manage the network.

Note

DHCP Option 82 is also used in the Cisco SD-Access Fabric. Fabric
Edge, which is an access switch in Cisco SD-Access Fabric, adds its
LISP RLOC as remote ID in Option 82 and sets the address as the
anycast SVI. For detailed information on the use of DHCP Option
82 with Cisco SD-Access, refer to the SDA solution guide on
Cisco.com.

Consider this example: DHCP Option 82 was used for a large service
provider’s country-wide 3/4G to Wi-Fi offload use case. The service
provider deployed thousands of access points across the country to ease the
congestion on the 3/4G network, especially in crowded places such as malls
and airports. The use case was to assign addresses in a specific fashion
aligned to the region. We used DHCP Option Required (making sure the
client must get an IP address from DHCP via Cisco WLC) and DHCP
Option 82, supplying AP name and SSID as parameters to the DHCP to
assign the IP address based on the AP and SSID combination.

Cisco WLC allows you to send different parameters as part of Option 82,
such as AP-LOCATION, AP-ETH-MAC, and AP-MAC: SSID, among
many others.

Example 5-1 show a CLI configuration for adding Option 82 details on
Cisco Catalyst 9800 WLC.

Example 5-1 Option 82 Configuration on Cisco Wireless LAN Controller

CiscoWLC9800 (config) fwireless profile policy DHCPOP82
CiscoWLC9800 (config-wireless-policy) #vlan 100
CiscoWLC9800 (config-wireless-policy) #ipv4 dhcp opt82


http://cisco.com/

ap_ethmac Enable
ap_location Enable
apmac Enable
apname Enable

policy tag Enable

ssid Enable
vlan id Enable
options)

CiscoWLC9800 (config-wireless-policy) #ipv4 dhcp opt82 ascii
CiscoWLC9800 (config-wireless-policy) #ipv4 dhcp opt82 rid
CiscoWLC9800 (config-wireless-policy) #ipv4 dhcp opt82 format ?

dhcp AP EthMac

AP Location

ApMac

APNAME

Policy tag

SSID (Delimiter is ':' when used along with

VLAN ID (Delimiter is ':' when used along w

Figure 5-4 shows the DHCP Option 82 with AP location as remote ID sent
by the Cisco WLC to the DHCP server. The hex value in the packet dump
translated to the “Default Location” keyword.
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Figure 5-4 DHCP Option 82 Added by Cisco WLC

Zero Trust Approach to Dynamic Addressing

In the context of a zero trust security model, DHCP can be configured with
security features like DHCP snooping, IP Source Guard (IPSG), port
security, and Dynamic ARP Inspection (DAI), which ensure that only
authorized devices receive network access. By validating each device's



identity and the integrity of DHCP communications, these measures help
enforce the principle of least privilege, a core intent of zero trust, reducing
the risk of unauthorized access and network-based attacks. To understand
this better, let’s look at common DHCP attacks and ways to mitigate them.
You will notice that many features associated with DHCP help with the
overall security of the network.

Rogue DHCP Servers

In a rogue type of attack, any attacker can introduce a rogue DHCP server
onto the network to provide the incorrect IP address, DNS server, gateway,
or other configuration information such as a TFTP server to fetch boot files.
Although the IP address allotted by the rogue DHCP server may result in
network outage due to address conflicts, other configuration parameters like
DNS and gateway may redirect the client to websites hosting malware or
could result in man-in-the-middle (MITM) attacks.

DHCP snooping is the common solution to avoid such rogue DHCP server
issues. This feature provides network security by filtering untrusted DHCP
messages and by building and maintaining a DHCP snooping binding
database, also referred to as a DHCP snooping binding table. It acts like a
firewall between untrusted hosts and DHCP servers.

In Figure 5-5, two DHCP servers are connected to switches. The active
DHCEP server is on the left switch, and the standby DHCP server is on the
right switch (as assumed). At the bottom right, you see a legitimate device
trying to get an IP address. Now, imagine if a hacker named Sam runs
DHCEP server software on his computer. Who do you think will respond first
to the DHCP discover message? Will it be the legitimate DHCP server or
hacker Sam’s DHCP server software?
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Figure 5-5 Rogue DHCP Attack

In larger networks, a central DHCP server is usually found in the server
farm. If an attacker sets up a DHCP server in the same subnet, they might
respond faster to a client’s DHCP discover message. If they succeed, the
attacker could assign their IP address as the client’s default gateway,
enabling a man-in-the-middle attack. This attacker might also set their [P
address as the DNS server to spoof websites. The attacker could also flood
the DHCP server with discover messages to exhaust its I[P address pool. To
stop this, you can use DHCP snooping! This feature lets you configure your
switches to monitor DHCP discover and offer messages.

Interfaces that connect to clients should never be allowed to send a DHCP
offer message. You can enforce this by making them untrusted. An
untrusted interface will block DHCP offer messages. Only an interface
configured as trusted is allowed to forward DHCP offer messages. You can
also rate-limit interfaces so they can’t send an unlimited number of DHCP
discover messages. This will prevent attacks from depleting the DHCP
pool.

The DHCP snooping table shown in Example 5-2 is different from the
DHCP binding table and has additional information such as VLAN and
interface information. This information is used by many other security
features such as IP Source Guard.

Example 5-2 Output from the show ip dhcp Command

SWl#show ip dhcp snooping

<--output ommitted -->

Interface Trusted Rate limit (pps)

FastEthernet0/1 no 10




FastEthernet0/2 yes unlimited

SWl#show ip dhcp snooping binding

MacAddress IpAddress Lease (sec) Type 4

00:0C:29:28:5A:6B 192.168.1.1 85632 dhcp-snooping

DHCP rogues could also be introduced in unprotected Wi-Fi networks such
as public hotspots with no Layer 2 encryption. In a typical Wi-Fi hotspot,
users connect to open SSID at Layer 2 and later perform the Layer 3 web
auth. In such a case, an attacker can introduce a rogue DHCP, providing
incorrect DNS details with IP assignment from the correct pool. So, when
the client is authorized, it uses the incorrect DNS, and the user may be
redirected to fake websites, resulting in potential financial loss and privac
breaches. .

In the Wi-Fi scenario in addition to DHCP snooping, which is typically
implemented at the wireless controller level, you can also enable peer-to-
peer blocking. This stops any direct communication between Wi-Fi clients
and allows all clients to access the Internet/upstream data only. The DHCP
Required option could also be enabled for SSID, which forces a client to
have the IP assigned by a configured DHCP before it can pass traffic on an
SSID. This Cisco-specific feature is available on most wireless LAN
controllers. At the time of writing this chapter, the DHCP required
configuration was not supported on Cisco SD-Access SSID configuration.
You can also use advanced features like Opportunistic Wireless Encryption
(OWE) defined as part of IETF RFC 8110 with guest SSID. The only
problem is that because these are new standards, many of the legacy clients
still don’t support them.

Note

In a Cisco Unified Wireless architecture with wireless LAN
controller and access points, only Cisco WLC acts as a DHCP relay
agent, and it can add additional details via Option 82. This means
that an SSID needs to be centrally switched to make use of this
feature. For SSIDs that are configured for local switching of traffic




at AP, DHCP requests are directly sent on the access switch. In this
case, configuration on the client VLAN will be applied. Cisco
Access Point in Flex Mode does not perform any DHCP snooping
function, but it does basic address learning and client profiling.

DHCP Starvation

DHCEP starvation is a kind of denial-of-service (DoS) attack. In this type of
attack, an attacker floods the DHCP server with bogus DISCOVER packets
until the DHCP server exhausts its supply of the IP addresses. Once that
happens, legitimate clients will not receive the IP address. In another
scenario, the attacker can introduce a rogue DHCP resulting in a man-in-
the-middle attack. The variation of this attack can use packets like DHCP
Inform to flood the DHCP server.

You can protect your network from DHCP starvation attacks in the
following ways:

1. Enabling Port Security: You can use port security with dynamic
and static MAC addresses to restrict ingress traffic by limiting
allowed MAC addresses. When you assign secure MAC addresses,
the port won’t forward traffic from sources outside the defined
addresses. Limiting secure MAC addresses to one gives the attached
device full bandwidth port.

2. Configuring 802.1x: You can enable 802.1x switch port
authentication on your network. This approach allows only
authorized clients to be connected to your network. Wi-Fi with
WPA1/2/3 enterprise mode will use 802.1x by default for the
authorization of all clients on the network. For any legacy clients not
supporting 802.1x, you can configure the MAC-based port security
on the switch port. Although it is easy to bypass MAC-based
security with MAC address spoofing, it may help with the DHCP
starvation issue because it will allow only a specific number of
addresses to communicate from that port. When an attacker tries to
send DHCPDISCOVER using different MAC addresses, the port
will shut down.



3. Configuring Rate Limit: You can implement rate limiting on
DHCP requests per port. This approach limits the number of DHCP
requests that can be sent from a single port, mitigating the effect of
an attacker flooding the network.

4. Enabling DHCP Snooping: As discussed earlier in this chapter, this
feature allows switches to differentiate between trusted and
untrusted DHCP messages, and only allows legitimate DHCP
requests from trusted ports.

DHCP Man in the Middle

DHCP man-in-the-middle (MITM) attacks occur when an attacker
intercepts the DHCP communication between a client and the legitimate
DHCEP server. By doing so, the attacker can manipulate the IP configuration
provided to the client, redirect traffic, or gain unauthorized access to
sensitive information. You can use protection mechanisms such as DHCP

snooping and port security. In addition, you can also use Dynamic ARP
Inspection (DAI).

Dynamic ARP Inspection is a security feature that validates ARP packets in
a network. It intercepts, logs, and discards ARP packets with invalid IP-to-
MAC address bindings. This capability protects the network from certain
man-in-the-middle attacks. Dynamic ARP Inspection determines the
validity of an ARP packet based on valid IP-to-MAC address bindings
stored in the DHCP snooping binding database. DAI intercepts ARP packets
on untrusted ports and checks the IP-MAC binding against the DHCP
snooping table. If the binding is not valid, the packet is dropped. This
prevents attackers from using spoofed ARP messages to perform MITM
attacks, enhancing the overall security of the DHCP process.

DHCP Options

Dynamic Host Configuration Protocol options are settings that can be sent
to devices on a network when they request an IP address. These options
include details like the network's default gateway, DNS server, or specific
configurations that devices need to connect properly.



Some DHCP options can enhance security by specifying which DNS
servers or NTP servers should be used, reducing the risk of devices
connecting to malicious or unauthorized servers. In a zero trust approach,
DHCP options can be used to enforce security policies, ensuring that
devices receive only the necessary configurations and are monitored for
compliance with the network's security standards.

Table 5-1 shows some of the common DHCP options.

Table 5.1 Common DHCP Options and Purpose



DHCP Option Purpose Use Case

l Assign subnet mask Enabling client Network
Connectivity by providing
subnet mask

3 Assign default router Enabling client Network
Connectivity by providing
Gateway address

b Assign DNS Enabling client to Resolve
names by providing DNS
server details

12 Hostname of the client Allows assigning names to
devices like 0T devices

I3 Doman name assignment | Specifies the domain name
that client should use as suffix
when resolving hostnames via
the Domain Name System.

4] List of NTP servers Allows Time syncing across a
network

4 Vendor-specific custom Cisco uses this to prime the

configuration wireless AP for a specific

wireless LAN controller

82 Circuit-specific information | Assigning IP addresses based

on additional parameters such
as AP location, SSID, AP-
Name, and MAC address




DHCP Authentication

In the preceding sections, you learned about different attacks that can be
launched in the DHCP process. Some attacks target DHCP servers like

starvation attacks, whereas others impact the client by adding rogue DHCP
servers in the network. To solve some of these issues, the authenticated

DHCEP process is proposed as part of RFC 3118. It is a method to secure the

process of assigning IP addresses in a network. The main idea is to ensure
that only trusted devices can request and trusted DHCP servers can assign

IP addresses. This is done by adding a special authentication option (Option

90) in DHCP messages. Figure 5-6 shows the format for DHCP Option 90.
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Figure 5-6 DHCP Option 90 Format

You can decode the fields of Figure 5-6 as follows:

* Code value: 90



* Length: Length of the entire option

* Protocol: The authentication method used

* Algorithm: The specific algorithm used within protocol field

* Replay Detection Method (RDM): The type of replay detection

RFC 3118 defines two types of authentication methods:

* Protocol Authentication: In this method, the protocol field is set to
0. This method uses a keyed message authentication code (MAC)
algorithm to ensure the message’s integrity and authenticity. The
MAC is calculated based on the content of the DHCP message and a
shared secret key known as a configuration token, which is carried in
the Authentication Information fields of Option 90. This hash
calculation excludes the value of additional relay agent options like
Option 82. The configuration token can be used to pass a plain-text
configuration token, but it only offers weak authentication of the
server's identity and doesn't secure the actual message. This method
is effective only for basic protection against accidentally setting up
unauthorized DHCP servers.

* Delayed Authentication: In this method, the protocol field is set to
1. In delayed authentication, the client asks for authentication in its
DHCPDISCOVER message, and the server responds with a
DHCPOFFER message that includes authentication details. These
details include a nonce value generated by the server, which is used
as a message authentication code to ensure both the message and the
server's identity are verified.

DHCP Option 90 is less commonly implemented compared to other DHCP
options, but it's important for environments where enhanced security is
needed, such as financial institutes, hospitals, or any place where the
possibility of someone attaching rogue DHCP is high.



IPv6 Address Assignment

As the Internet grows and more devices come online, the need for a new
system of IP addresses becomes essential. The old IPv4 system, which was
created in the early days of the Internet, provided about 4.3 billion unique
addresses. Although that number seemed huge at the time, it’s not enough
for the billions of devices now connecting to the Internet—from
smartphones, computers, smart home gadgets, and even cars. This is where
IPv6 comes into play. IPv6 is the latest version of the Internet Protocol; it is
128 bits long and supports a vast number of addresses (340 undecillion
addresses). While the primary reason for IPv6 was to create a new address
range, designers of IPv6 also took this opportunity to remove some
shortcomings of IPv4. IPv6 offers the following additional benefits
compared to IPv4:

* Stateless Autoconfiguration—This feature allows clients to
calculate IPv6 addresses without a DHCP server.

* Use of Extension Headers—These headers provide additional
information and options for packet processing such as routing,
fragmentation, and security without increasing the size of the header.

* Routers Exempted from Fragmentation—IPv6 puts the
responsibility of handling fragmentation to sending clients; this
reduces the processing load on the routers, resulting in more efficient
packet forwarding and improved overall network performance.

* Less Dependency on NAT/PAT—IPv6 provides vast address space,
allowing every device to have a unique global address. This
eliminates the need for NAT/PAT. However, in specific cases, you
might have to use NAT flavors like NAT64 that translate IPv6
addresses to [Pv4, allowing IPv6-only devices to communicate with
IPv4-only servers. You will find these requirements in case of legacy
applications that do not support dual-stack or [IPv6 addressing.

IPv4 had limited ways to assign addresses to a client, primarily DHCP and
Static. IPv4 and IPv6 support unicast, multicast, and anycast address types.
But IPv6 is different. It has new types of addresses that make data delivery
better and more efficient and allows client communication without the use



of DHCP servers. Knowing these new address types is important for getting
the most out of [Pv6 and making networks work better. Figure 5-7 shows
the different address types used in IPv6.

IPv6 Addresses
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Figure 5-7 IPv6 Address Types

IPv6 addresses can be divided into three major categories: unicast,
multicast, and anycast. Unicast address space allows unique identification
of an endpoint and can be divided further into the following categories:

* Global Unicast Address (GUA): These are like IPv4 public
addresses. These addresses have the prefix 2000::/3 (addresses
starting with binary 001) and are Internet routable.

* Link-Local Addresses: These addresses are not routable and are
used on the same network only. When you enable IPv6 on the
interface, this address is automatically calculated by the device.
These addresses play a crucial role in the IPv6 neighbor discovery
process. IPv6 does not use ARP for finding the Layer 2 address of a



host; instead, it uses the neighbor discovery process. These addresses
start with fe80::/10.

* Unique Local Address (ULA): These addresses are like IPv4
private address ranges. These addresses are not Internet-routable, and
you will need to use IPv6 NAT66. As you know, the concept of [Pv6
was to provision each endpoint with a public routable IP address and
move away from NAT. So you should not consider a Unique Local
Address[nd]based IPv6 design for your network. Instead, you can
use ULA along with GUA for a client; this provides flexibility in
designing and securing the routing for each scope. ULA can be used
within or between site communication and GUA for Internet traffic.

Note

[Pv6 network design is out of the scope of this book. It is
recommended that you adopt an [Pv6 address strategy based on the
business needs of your organization. You also need to devise a
transition plan that typically includes first adopting a dual stack with
the end state of [Pv6-only network in case of brownfield
deployments.

IPv6 multicast addresses are special addresses used to send packets to
multiple destinations simultaneously. They are defined by specific address
prefixes and can be categorized into different types based on their scope and
purpose. [Pv6 does not offer the concept of broadcast, so multicast
addresses play a critical role in [IPv6 communication. Next, let’s look at the
main types of IPv6 multicast addresses.

Well-Known Multicast

I[PV 6 well-known multicast addresses are similar to IPv4 well-known
multicast address space. These addresses are predefined and reserved for
special purposes. These addresses start with the prefix ff00::/12. The first
three hexadecimal digits of an address are always ff0. Table 5-2 shows
some of the well-known IPv6 multicast addresses.

Table 5.2 Well-Known IPv6 Multicast Addresses



Well-Known IPv6 Multicast Address Purpose

ff02::1 All nodes

ff02::2 All routers

ff02::5 All OSPF routers

ff02::6 OSPFv3-designated routers
ff02::a All EIGRP routers

ff02::d All PIM routers

f02::c DHCP servers/relay agents

Transient Multicast IPv6 Addresses

Transient multicast [IPv6 addresses are temporary and are used for specific
multicast groups that are dynamically assigned or created—for example,
streaming media and online gaming, where addresses are required for a
specific session duration.

Neighbor Discovery in IPv6

IPv6 Neighbor Discovery (ND) is a protocol used to discover other devices
on the same local network, determine their link-layer addresses, and
maintain reachability information. It replaces the [Pv4 Address Resolution
Protocol (ARP) and has several key functions. It uses the following four
packet exchanges for this purpose:

* Neighbor Solicitation (NS): A device sends a Neighbor Solicitation
message as a multicast to all devices on the local network. This
message includes the IPv6 address of the device the sender wants to
find.

* Neighbor Advertisement (NA): The device with the target IPv6
address replies with a Neighbor Advertisement message. This
message includes the link-layer address of the device that was
queried.



* Router Solicitation (RS): A device sends a Router Solicitation
message to the all-routers multicast address to ask routers to send
Router Advertisements.

* Router Advertisement (RA): Routers respond to Router
Solicitations with Router Advertisement messages. These messages
include network prefixes, default gateway information, and other
network configuration details. Routers also send RA periodically
without clients sending RS.

Solicited-Node Multicast Addresses

Solicited-node multicast addresses in IPv6 play a crucial role in the
Neighbor Discovery Protocol (NDP), particularly in the process of
determining the link-layer address of a neighbor (similar to ARP in [Pv4).
These addresses are specifically designed to minimize the scope of
Neighbor Solicitation messages, reducing unnecessary traffic on the
network. When an interface is configured with an IPv6 unicast address, a
solicited-node multicast address is generated automatically based on the
unicast address for this interface, and the node joins the multicast group.
This means every node will create a solicited multicast address for itself.
Example 5-3 shows the output of the show IPv6 interface on a Cisco 9300
catalyst switch. You will notice that the switch has created and joined the
FF02::1:FFA2:C5D solicited-node address.

Example 5-3 IPv6 Addresses on Switch VLAN Interface

Cisco-C9300-1l#show ipv6 interface vlan 99
V1an99 is up, line protocol is up
IPv6 is enabled, link-local address is FE80::4A2E:72FF:FEA2:C5D
No Virtual link-local address (es):
Global unicast address(es):
2001:DB8:0:2::1, subnet is 2001:DB8:0:2::/64
Joined group address(es):
FF02::1
FF02::2
FF02::1:2




FFO02::1:FF00:1
FF02::1:FFA2:C5D
FFO5::1:3

When an IPv6 node wants to discover the link-layer address of another
node (that is, it wants to know the MAC address associated with an IPv6
address), it sends a Neighbor Solicitation message to the Solicited-Node
multicast address derived from the target IPv6 address. Only the node with
the corresponding IPv6 address will recognize its Solicited-Node multicast
address and respond with a Neighbor Advertisement message containing its
link-layer address.

Anycast Addresses

An anycast address in IPv6 is a kind of address you can give to many
devices, usually in different places. When you send data to an anycast
address, it goes to the closest or best device based on the network's routing
rules. The main idea of using anycast addresses is to make sure services
work quickly by sending requests to the nearest server or device. The
fundamental concept of the anycast address is the same in both [Pv4 and
IPv6. A typical use of anycast is for service resilience. By deploying service
using the anycast address, organizations can ensure higher availability and
resilience. When a node fails, traffic is automatically redirected to another
without making any changes to the client configuration.

Address Assignment in IPv6

You can always assign static [Pv6 addresses to the devices. Static
assignment of addresses is cumbersome, and [Pv6 has many
autoconfiguration mechanisms that allow a client to calculate its addresses.
Dynamic IPv6 address assignment can be managed centrally using
DHCPv6 servers, or you can let the client calculate its address using the
Stateless Address Autoconfiguration mode. Figure 5-8 shows the address
assignment modes in IPvo6.
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Figure 5-8 IPv6 Address Assignment Methods

The M (Managed) and O (Other) flags are part of the [Pv6 Neighbor
Discovery Protocol (NDP) and are used in Router Advertisement (RA)
messages to inform IPv6 hosts about how they should obtain their network
configuration information, such as IP addresses and other configuration
details like DNS servers.

* Stateless Address Autoconfiguration (SLAAC): This [Pv6 method
allows a device to automatically configure its IP address and other
related settings without the need for a DHCP server. SLAAC is a key
feature in IPv6, designed to simplify the process of address
assignment and network configuration. You will notice that both M
and O flags are set to 0 in pure SLAAC mode. This means that the
client needs to calculate the address itself based on the prefix shared
by a router in the RA message. RA messages are periodic messages



sent by the router announcing its prefix to the network. RA messages
could also be sent in response to requests from an [Pv6 client. An RA
message also sets flag A= 1, which tells the client that it can use the
prefix advertised in the RA message for address calculation. It is
important to note that with SLAAC, the client gets only the basic
information like IPv6 address and gateway, but other details such as
DNS, TFTP, or custom information cannot be provided to clients.
This method is suitable for simple networks where basic IPv6 client
connectivity is required within the local network. While SLAAC
makes the configuration simpler, it is difficult to have central control
of address tracking as clients compute their IPv6 addresses using
schemes like EUI-64.

* SLAAC +DHCPv6: The other variation of stateless configuration
uses the RA message from the router to calculate the client address
and default gateways, but explicitly tells the client to reach out to a
configured DHCPv6 server to get additional parameters like DNS or
TFTP. In this option, the M flag is set to 0, which tells the client to
use SLAAC for IPv6 address calculation, but the O flag is set to 1,
directing the client to connect to the DHCPv6 server to get other
configuration details.

« Stateful DHCP: This option explicitly tells the client to use the
DHCPv6 server to get its address. Again, the M and O flags direct
the clients if they need to use DHCPv6 for other configurations: M
=1, O = 0. This combination is less common and is useful only in
scenarios where your clients obtain only an IPv6 address from the
server and not the other configurations. In the most commonly used
method, both M and O flags are set to 1, and the client obtains the IP
address and other details from the DHCP server.

Table 5-3 summarizes the M and O flag options and their impact on client
addressing.

Table 5.3 M and O Flag Impact on Client IPv6 Address



| M Flag 0 Flag Result

0=0 Use SLAAC for IPv address.
0=I Use SLAAC for IPv6 address,
M=() DHCPv6 server for other
details.

0=0 Use DHCPv6 server for [Pvo
address. Other configs will be
provided by other

means/manual,

M= 0=I Use DHCPv6 server for both
[Pv6 address and
configuration details.

We hope you have clarity about the DHCPv6 address assignment methods.
However, did you notice we mentioned that the client will get the IPv6
address from the DHCPv6 server in the stateful address assignment method
and explicitly left the details about the default gateway? The reason is that,
in DHCPv6 address assignment, the default gateway still needs to be
calculated based on the RA messages similar to the SLAAC. The DHCPv6
server will provide you only the IPv6 address and other configuration
details. Confused? Let’s look at this entire process in detail with the help of
Figure 5-9.
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Figure 5-9 IPv6 Address Assignment Using DHCPv6 Server

The stateful DHCPv6 process is a combination of Neighbor Discovery and
DHCPv6 communication. You will explicitly configure the router or VLAN
interface with M flags set to 1 and A flags set to 0.



1. After the client boots up, it sends a Router Solicitation message on
the local network. This message is for finding the local router on the
network.

2. After receiving this message, a router replies with a Router
Advertisement message with an A flag set to 0, an M flag set to 1,
and an O flag set to 1 (assuming you want the client to obtain other
configurations from the DHCPv6 server as well).

3. When the client processes this RA message and looks at the various
flags, 1t understands that it cannot use the prefix sent in RA for IPv6
address calculation, and 1t now needs to find a DHCPv6 server. But
at this point, it uses the source address of RA as the default gateway
for itself.

4. The client then sends the DHCPv6 solicit message to find the
DHCPv6 server on the local network.

5. The available DHCPv6 server (or DHCPv6 relay) will respond with
a DHCPv6 advertise message.

6. The client then sends the DHCPv6 request message to the DHCPv6
server.

7. The DHCPv6 server sends the reply message with the assigned
address.

After completing these steps, the client is now ready to communicate with
the external world. You might notice that the client might have multiple
IPv6 addresses assigned to it. From a network design perspective, it means
that now TCAM (Ternary content-addressable memory) on the routers and
switches needs to store additional information per client; therefore, you
need to make sure the routers have enough TCAM before you transition to
dual-stack or IPv6-only network architecture.

DHCPv6 Options

DHCPv6 options work similarly to DHCPv4 options and allow the carrying
of additional information for the clients. However, it is important to note
that different option numbers might be used to carry the same information
in [Pv6 when compared to IPv4. As an example, Option 43 is used in [Pv4



to carry details of the Cisco wireless LAN controller to the access points
while Option 52 is used in IPv6 to provide the same information to the
access points. Figure 5-10 shows the DHCPv6 rebind message from the
Cisco wireless access point (AP) with Option 52 included. The Rebind
message is used by a DHCPv6 client when it has been unable to contact its
original DHCPv6 server to renew its lease. This situation typically arises
when the client’s lease is approaching expiration, and it hasn’t received a
response to its Renew message, which is the first step a client takes to
renew 1ts lease. In this case, we had to delete the DHCPV6 server
configuration on the switch to capture this packet from AP.



No. Time Source Destination Protocol
737 16,9640.. feBO::ela8:a515:99f7:3578 fa2::1:2 DHCPvE
1735 40.7435.. feB0::8e91:c84c:6a89:8171 ffo2::1:2 DHCPvE

Frane 1735: 187 bytes on wire (149 bits), 187 bytes captured (149% bits) on interface /tmp/epc_ws/wif_to_ts_pipe, id 0
Ethernet II, Src: Cisco_17:62:80 (70:10:96:17:62:80), Dst: IPvémcast 01:00:02 (33:33:00:01:00:02)
Internet Protocol Version 6, Src: feB0::Be91:cB4c:6a89:671, Dst: ffe2::1:2
User Datagram Protocol, Src Port: 546, Dst Port: 547
DHCPvG
Message type: Rebind {6)
Transaction ID: @x35a724
Elapsed time
Option: Elapsed time (8)
Length: 2
Elapsed tine: 655350ms
Option Request
Option: Option Request (6)
Length: 30
Requested Option code: CAPWAP Access Controllers (52)
Requested Option code: Vendor-specific Information (17)
Requested Option code; SIP Server Domain Name List (21)
Requested Option code; SIP Servers IPv6 Address List (22)
Requested Option code: DNS recursive name server (23)
Requested Option code: Domain Search List (24)
Requested Option code: Simple Network Time Protocol Server (31)
Requested Option code: NTP Server (56)
Requested Option code: Dual-Stack Lite AFTR Name (64)
Requested Option code: Prefix Exclude (67)
Requested Option code: SOL_MAX_RT (82
Requested Option code: INF_MAX_RT (83)
Requested Option code: 546 MAP-E Container (%4)
Requested Option code: 546 MAP-T Container (95)
Requested Option code: 546 Lightweight dover6 Container (96)
(lient Identifier
(lient Fully Qualified Domain Name
Tdentity Association for Non-temporary Address

Figure 5-10- /Pv6 DHCPv6 Option 52



IPv6 First Hop Security

IPv6 First Hop Security is about keeping your network safe right at the
start, where devices first connect to the network. It helps to stop bad things
like fake addresses, rogue routers, or attackers who want to mess with your
network. It checks the IPv6 traffic, making sure only trusted devices and
routers are talking, and blocks anything suspicious. This way, it keeps your
network more secure from the very beginning. In this section, we look at
the common IPv6 first hop security features on Cisco devices.

Rogue RA

In the previous section, you learned about how SLAAC allows clients to
compute their IPv6 address based on the prefix value provided by the router
in the Router Advertisements (RAs). These RAs also provide the gateway,
data link layer address of the router, and miscellaneous options like MTU to
the client. But what if an attacker introduces rogue RA messages in the
network? The clients will configure themselves with bogus information,
which results in attacks like man-in-the-middle and denial-of-service. To
avoid these attacks related to RA addresses, you need to ensure that only
authorized routers can send RA messages. You can adapt the following
solutions to safeguard your network from rogue RAs”

* The easiest approach is to use a feature called RA guard. The Router
Advertisement guard feature checks the information in the Router
Advertisement message against the settings on the Layer 2 device. If
the information matches, the device forwards the message to its
destination. If the information doesn't match, the message is blocked.
You can configure which parameters you want to validate in the RA
guard policy (e.g., managed flag config, prefix list, another config
flag). You can even block all the RA packets coming from the host
ports.

* You can adopt host isolation approaches to prevent node-to-node
communication. This will work only in scenarios where two nodes
within the same domain are not supposed to talk to each other. You
can use the concept of private VLANS /SGTs (blocking
communication with clients using the same SGT) in wired networks



or peer-to-peer blocking in Cisco wireless (or commonly known as
AP isolation mode). Cisco Meraki also has the concept of port
isolation. You will deploy this in guest access scenarios where users
are supposed to access the Internet but are not allowed to access
other devices on the same network.

* Secure Neighbor Discovery (SEND) is an extension of the Neighbor
Discovery Protocol (NDP) in IPv6. It uses cryptographic techniques
to ensure that RAs and other NDP messages are authentic and haven't
been tampered with. However, SEND is not widely implemented due
to its complexity.

DHCPv6 Guard

Rogue DHCPv6 servers can disrupt the network and create security risks. It
1s important to block unauthorized DHCPv6 on your network. The DHCPv6
Guard feature, when enabled on a switchport, allows trusted servers to send
messages and blocks the reply and advertisement messages coming from
the unauthorized DHCP servers and relay agents. DHCPv6 Guard is like
DHCPv4 snooping but provides granular control to define the DHCPv6
client or server policies. Using these policies, you can filter based on
specific prefixes. It is important to note that the DHCPv6 guard does not
create any snooping table similar to the DHCP snooping table. Example 5-4
1s a sample configuration for Cisco IOS to define DHCP guard policy for
the device role server.

Example 5-4 IPv6 DHCP Guard Sample Configuration

enable
configure terminal
ipv6 access-list acll

permit host FE80::A8B1:DDO1:FE01:F600 any

ipv6e prefix-list dhcpguard permit 2001:0DB7::/64 le 128
ipv6 dhcp guard policy poldhcpv6

device-role server




match server access-list acll
match reply prefix-list dhcpguard
preference min 0

preference max 255

trusted-port

interface GigabitEthernet 1/0/1
switchport
ipv6 dhcp guard attach-policy poldhcpve
vlan configuration 1

ipv6e dhcp guard attach-policy poldhcpv6

IPv6 Destination Guard

IPv6 Destination Guard is a security feature found in Cisco switches and
routers that helps protect your network from certain types of attacks. The
main job of the [Pv6 Destination Guard is to make sure that devices on your
network are allowed to communicate only with valid IPv6 addresses. This
helps prevent attackers from sending fake or harmful traffic to other devices
on the network. IPv6 Destination Guard uses a feature called address
gleaning to learn about all the active destinations on the network. It builds a
list of these destinations in a binding table. If a device tries to send traffic to
a destination not listed in this table, the traffic is blocked before it can reach
that destination.

Before filtering incoming traffic, the device listens to Neighbor Discovery
Protocol (NDP) and DHCP messages to learn about the addresses on the
network. When a packet arrives and the destination or next hop isn’t already
known, the device checks the binding table. If the destination isn’t found in
the table, the packet is dropped. If it is found, the device continues with
Neighbor Discovery (ND) to complete the process.



Source Guard and Prefix Guard

IPv6 Source Guard and IPv6 Prefix Guard are security features that work at
Layer 2 to check where IPv6 traffic is coming from.

* IPv6 Source Guard: This feature blocks any data from sources that
are not recognized. For example, if the source 1s not in the binding
table or hasn’t been learned through Neighbor Discovery (ND) or
DHCEP, the traffic will be blocked.

* IPv6 Prefix Guard: This feature stops devices from sending traffic
that doesn’t match the allowed or authorized network range. Every
device on the network is given an IPv6 address that belongs to a
specific range, known as a prefix. [Pv6 Prefix Guard makes sure that
devices send data using only addresses within this allowed range. If a
device tries to send traffic with an address outside of this range, IPv6
Prefix Guard will block it. This feature prevents devices from using
unauthorized or incorrect addresses, which could cause network
problems or security risks.

These features work together to make sure that only trusted devices can
communicate on the network, and that they do so in the correct way.

RA Throttle

As you are aware, Router Advertisement messages are vital in IPv6
communication. These messages are sent by the IPv6 routers to inform the
connected devices about the presence of the router, the network prefix, and
other information like the default gateway. However, if a router 1s set to
send these messages too often, it could result in unnecessary traffic and
congestion on the network. RA throttling works by setting a limit on how
often RAs can be sent.

In a Wi-Fi scenario where saving airtime is critical for optimal client
performance, these periodic RAs can consume a lot of airtime. To avoid this
situation, Cisco wireless LAN controllers and Meraki Cloud dashboard
have features to throttle these RAs toward the wireless interface. If an RA is
sent in response to the Router Solicitation by the client, it will be allowed



by the wireless controller and is sent toward the client. Wireless access
points also convert the multicast RA frames to unicast. This saves critical
airtime as unicast frames are sent at the client connection rate (which could
be up to 1.3 Gbps in some Wi-Fi standards) compared to multicast frames,
which are supposed to be sent at the lowest mandatory data rate (which is
usually set at 6, 12, or 24 Mbps). Sending frames at lower data rates takes
longer and consumes a lot of airtime. Figure 5-11 shows the RA throttling
in the Wi-F1 environment.

WiFi AP
ek RA Throttling Policy
e e Periodic (RA's)

............. n_ @

CiscoWLC Triggered (RA)

AR

—————
Router Soficitation (RS) from client to router

Figure 5-11 R4 Throttling by Cisco WLC

ND Suppress Multicast

IPv6 Neighbor Discovery (ND) Multicast Suppress is a feature that reduces
the use of multicast Neighbor Solicitation (NS) messages on a network. It
does this in two ways:

* Dropping Multicast Messages: The feature can block these
multicast messages entirely and respond to them on behalf of the
intended target.

» Converting to Unicast: Alternatively, it can change the multicast
traffic into unicast traffic. This means that instead of sending the
message to multiple devices at once (multicast), it sends the message
directly to a specific device (unicast). To do this, the system replaces
the multicast MAC address with a unicast MAC address. This
conversion requires the system to know the addresses of devices on



the network and how they are linked to their Layer 2 MAC
addresses.

For Wi-Fi scenarios, to increase the efficiency of the NDP process,
Neighbor Discovery caching allows the controller to act as a proxy and
respond to the NS queries so that it can support address resolution and
duplicate address detection. The controller can either respond to an NS on
behalf of the wireless client or convert the multicast NS into a unicast one
for the target client. Both solutions save wireless resources because the
unnecessary delivery to other clients is eliminated.

Summary

In this chapter, you learned the concepts of IP addressing for both IPv4 and
IPv6 technologies. You learned about the common DHCP attacks and ways
to mitigate them. You also examined the importance of DHCP options like
Option 82 and first hop security features of IPv6. Zero trust architecture
mandates that every network request is authenticated and authorized, with
no implicit trust given to devices or users. DHCP plays a crucial role by
assigning and managing IP addresses dynamically; therefore, it is important
to safeguard the DHCP process from any kind of attacks to have a solid
foundation of zero trust in your environment.



Chapter 6. Automating the Campus

In this chapter, you will learn about the following:

* Campus network automation and its desired outcomes

* Planning as an important part of the campus network automation
strategy

 The execution strategy for campus network automation

Overview

Campus networks come in various sizes. Depending on the size of an
organization, networks may range from tens of switches to a few hundred.
They could serve a few hundred users to as many as a few thousand. When
the term campus network is mentioned, it is implied that these networks are
large. Most, if not all, times the campus is one of the biggest sites an
organization has. These sites are typically their corporate headquarters or
one of the largest revenue-generating facilities. In some cases, they are a
group of buildings that form a large campus space, like universities or
corporate parks.

Due to the sheer number of devices that are being deployed to provide the
required connectivity, these campuses, in most cases, also house the data
centers for the organization. These require connectivity to a local area
network (LAN), wide area network (WAN), and data center. These sites are
the most critical in the network because of the number of users and
endpoints that are connected to the network. Due to the high productivity
and the critical nature of these types of sites, they are the crown jewel of an
organization.



The biggest challenge on large campus networks is the day-to-day
operations and maintenance. If there are set business hours for these sites,
most of the maintenance happens after hours or over the weekend. Because
the availability of the change windows for these networks is scarce,
organizations try to leverage ways that they can be efficient with their
regular maintenance and also ensure their hardware is current and
performing to the latest industry standards.

Today’s modern networks are very flexible. With the introduction of fabric-
based architecture in the early 2010s, networks are becoming more agile in
terms of serviceability and operations. With newer high-performance
devices, organizations are able to leverage virtualization to scale and
provide on-demand services without impacting the underlying network.
Protocols such as Spanning Tree Protocol (STP) are being removed from
the network to provide faster convergence, sometimes a sub-second
failover.

When these complex technologies are deployed, there is always a trade-off
and a learning curve. In today’s modern fabric-based networks, complexity
comes in when the network is divided into two layers: underlay and overlay.
The underlay provides a highly redundant and resilient routed infrastructure
that lays a solid foundation for the overlay networks, which can stretch to
multiple edge switches and provide user and endpoint connectivity. While
ensuring all the components of the design are configured properly and
without any errors, organizations place a high reliance on automation. Also,
when automation is leveraged, consistency is guaranteed across the board
because the “human error” element is removed when configuring devices
manually. To get a campus network up and operational in today’s modern
network, it 1s imperative to understand all the aspects of the effort. Just
swapping hardware and configurations is not the way to operate anymore.
To ensure high productivity and excellent user experience is maintained, a
lot of planning takes place. Most importantly, we cannot forget security.
This chapter will discuss how to build fully secure, highly scalable, fully
automated campus networks.



Planning

Planning is essential for any task. Understanding what is required and what
needs to be achieved is crucial to achieving success in small or big projects.
Historically, traditional monolithic network refreshes and upgrades
involved swapping one type of switch with a newer model with the same
configurations. It was not common to clean up residual unused
configurations in old devices because operations and network engineers
maintaining them needed clear documentation on why or for what purpose
that configuration was added. Due to insufficient documentation and a clear
design intent for the network, in the past upgrades were often implemented
with minimal strategic planning.

Today, many tools provide configuration backups, version control, and
other features to ensure the original intent and golden configuration is
maintained. However, not all of them help in ensuring regular cleanups are
performed on the deployed configuration once they are no longer in use.
Modern network orchestrators like Cisco’s Catalyst Center have built-in
capabilities that perform the task of network configuration deployment as
well as configuration cleanup, depending on the intent that has been pushed.
This is a great way to ensure network configurations are always current and
have the least amount of stale information to maintain performance and
serviceability.

The organizations that are embarking on network transformations either in
campus or small remote sites are looking into adopting a clean-slate
approach. For decades, their networks have grown organically and very
rarely in a structured fashion. This unplanned, nonstructured growth has
hampered the adoption of new services and flexibility because they have to
firefight many issues before the new services are deployed. This also sets
them back with time to market because they have to clear any dependencies
before actual deployment. In some cases, fast organic growth without
proper planning has led the networks to become like a landmine where a
small change can have unexpected network convergence or outages,
causing even more downtime of the network.

With the clean-slate approach and move toward controller-driven software-
defined networks, organizations are taking this one chance to design the



ideal network that can not only scale but also be flexible enough to deploy
any services they like and also perform optimally. Legacy configurations
are no longer relevant because with fabric-based architecture, they need to
be removed and rebuilt anyway. With a clean-slate approach, organizations
can deploy networks that can run minimalistic configurations. With network
controllers managing them, once the intent is pushed, they can not only
provision the configurations but also deprovision them when they are no
longer in use.

The planning of modern networks has changed dramatically. Figure 6-1
shows the scale of network deployment in time versus the amount of time
required to complete major activity milestones. If time for the entire project
is considered as 100 percent, planning and design take about 20 percent,
implementation about 50 percent, and migration and testing another 30
percent. With campus network automation and controller-driven
architectures today, this scale changes. Overall time to deployment and
implementation is greatly reduced; however, planning and design now take
close to 60 percent of the relative time needed to deploy a network. This
figure demonstrates the importance of planning. If done right,
implementation and migration will be a breeze. In different terms, this is a
“measure twice, cut once” approach.

Typical Gampus Network Deployment Timeline

Legacy Non-Saftwara Driven Network

Madem Software Driven Networks

Pl Des‘-;nnhdmm Higalon Testng

R due o Software Driven Automation

Figure 6-1 Timeline Percentage of a Typical Network Deployment



IP Addressing

There can be a whole book written on how to best design an IP addressing
schema for an organization. Every device on the network—physical or
virtual—needs an IP address. IPv4 addresses are finite and can easily reach
their capacity in today’s networks. IPv6, on the other hand, is also finite, but
due to each address being 128 bits as compared to 32 bits in [Pv4, it will be
a few decades until we reach an exhaustion phase. Designing IP addresses
for a site or an organization requires a holistic view of the network. This is
crucial, because if not done correctly, the organization can end up with an
inefficient address space with plenty of networks in the global routing table.

In the monolithic network design where all endpoints are in a single flat
global routing plane, there are very few options on how to make the address
space more efficient. Because everything is in one layer, in most cases, the
only option you have is to summarize them. In today’s fabric-based access
networks, most of the networks are layered with an underlay and overlay
architecture. This provides a great advantage in designing an IP addressing
schema where the infrastructure IP addresses (underlay of the network)
could be summarized or hidden from user IP addresses (overlay of the
network). Having a clean routing table will increase efficiency in the
network devices as well as operationally. Troubleshooting becomes easier
with structured IP addressing; hence, the time to issue resolution and
service-level agreements (SLAs) can be maintained. Internet service
providers (ISPs) are among the oldest users of fabric-enabled networks such
as Multiprotocol Label Switching (MPLS). A lot can be learned from them
when it comes to designing an effective IP addressing schema and scaling
them. That stands true for both - in the [Pv4 and IPv6 world.

For the campus fabric architectures, IP addresses can be divided into three
main groups:

* Underlay infrastructure IP addresses
* Management IP addresses
* Overlay user IP addresses

Our sample ISPs have similar groups—infrastructure IP addresses that
connect all the SP access, core and backbone routers, management [P



addresses to manage all devices—and all of their customer networks are
located in the overlay user IP address pools.

Underlay Infrastructure IP Addresses

Underlay infrastructure IP addresses are essentially point-to-point /30 or /31
IP addresses that are being used on Layer 3 links of the infrastructure.
These point-to-point IP addresses can either be configured manually, or the
entire underlay infrastructure can be deployed using Catalyst Center’s LAN
automation feature. These IP addresses are locally contained within the
fabric and do not need to be advertised outside of the fabric infrastructure.
However, due to the sheer number of point-to-point links, many networks
are part of the routing table. Advertising them out in the corporate network
is not advisable; hence, a summary of that network supernet can be
advertised outside of the underlay network.

At the time of writing, Catalyst Center’s LAN automation feature only
supports /30 IP addressing. If /31 point-to-point IP addresses are desired to
conserve IPs, building a manual underlay is recommended.

Depending on the business requirements, carving out dedicated supernets
for the underlay network is recommended to preserve addressing continuity.
Currently, IPv6 in the underlay is not supported, so it would be ideal to
utilize RFC 1918 addresses for the underlay. If the requirement is not to
advertise the underlay IP addressing to the outside world, the reserved range
0f 100.64.0.0/10 or 169.254.0.0/16 can be utilized strictly for the
infrastructure [P addresses.

Management IP Addresses

Management IP addresses are used for management of the network devices.
These IP addresses are /32 and are given to the loopback interface of the
router or a switch that is part of the campus fabric. These IP addresses need
to be routable and reachable via all infrastructure services. These loopback
IP addresses are used by

* Cisco Catalyst Center to manage and configure the devices by
enabling SSH connection.



* Control plane nodes to cache information in its mapping database for
all the endpoints to the connected device.

* Each node to build Virtual Extensible LAN (VXLAN) encapsulated
tunnels between them using these IP addresses as source and
destination. The destination IP addresses are provided by the control
plane node to the edge and border nodes based on the mapping
database entry.

* The Identity Services Engine (ISE) to add this device in its network
access device (NAD) database and authorize all AAA authentication
and authorization requests.

Since these loopback IP addresses are all /32 IPs, advertising the entire
summarized subnet for the site in the global routing infrastructure is highly
recommended. This 1s crucial because any VXLAN tunnels forming from
outside of the local SD-Access fabric need to have a nondefault route in the
local forwarding information base (FIB) for it to form the VXLAN tunnel.
A use case would be by utilizing multi-site remote border (MSRB) or SDA-
Transit.

Overlay User IP Addresses

Overlay user IP addresses are the actual endpoint IP addresses that are most
commonly used. They are the IP pools that are used for actual production
data traffic. These subnets include major VLANS such as data, voice, IoT,
guest, and more. It is implied that a user or endpoint subnet needs to be
routable across the corporate infrastructure. These subnets are advertised as
is based on the size of the network in the respective VRF-aware routing
table. Depending on the nature or design of the site, if the site is configured
as a stub fabric site (i.e., SD-Access fabric is not a transit to any other type
of traffic), in that case, all the individual user IP pools can be summarized
into a larger subnet to reduce the prefix count in the corporate or that
respective VRF’s routing table.

Historically, nonfabric networks relied heavily on Spanning Tree Protocol
(STP). STP is great in preventing Layer 2 loops. The downside of this
protocol is that it could create a massive Layer 2 broadcast domain. To
prevent those broadcasts, as a best practice, most networks were only kept



as /24. With monolithic networks, this was not an issue because everything
was on a single routing plane. However, this does not scale very well in the
fabric-based networks; the reason is that on top of the user subnets,
networks are also dealing with underlying infrastructure and management
IP addresses. Two of the major advantages of the fabric-enabled networks
are the elimination of Layer 2 broadcast and large Layer 2 stretch fabrics.
With the use of Layer 3 routed underlay and VXLAN, the need to rely on
STP to prevent Layer 2 loops is removed from the equation. There is no
way to turn off STP; however, when the routed underlay is used, the STP
domain is now restricted to the local switch. This implies, with the
elimination of the Layer 2 broadcast, that the extension of Layer 2 can be
stretched across the entire campus and user network subnets can be much
larger than /24. This, in turn, reduces the number of duplicate networks
required in large campuses and makes the routing table more manageable.

This shift in technology has enabled enterprise networks to be designed
with more intent and purpose in mind. For example, instead of having
multiple VLANS such as data, printer, voice, telepresence, badge readers,
and cameras, they can now be combined with similar traffic types like data,
voice, and IoT. The user of VXLAN overlay networking technology that
encapsulates Layer 2 frames in Layer 3 packets, rather than legacy STP,
allows for the creation of large networks. If there is a question about
security aspects, that can be addressed via network access control (NAC),
security group tags (SGTs), and secure group access control lists
(SGACLs). By ensuring right endpoints are tagged with right SGT,
SGACLs can be created to prevent communication between devices even in
the same VLAN. This paradigm shift can be hard to digest for some
organizations that have been building networks in legacy ways for years,
but the advantages they could get with this approach are immense, and this
is where zero trust comes into play. If every endpoint coming into the
network is postured, profiled, and tagged dynamically, creating on-demand
policies to restrict traffic becomes a breeze. Most of the high-tech devices
being manufactured today come with some form of network connectivity—
like coffeemakers and vending machines in cafeterias, or building
management systems (BMS) and sensors. Creating different VLANs and
scaling them as they grow is not realistic anymore. Therefore, identity-



based management is crucial and ever more important. And with IPv6, there
will be almost no limit to how big the networks could get.

All the IP pools that are configured in the fabric are dual-stack compatible.
They support both IPv4 and IPv6 networks.

Maintaining IP Addressing Continuity

Another big design principle of IP addressing 1s maintaining [P addressing
continuity. Having IP address subnets across the network that cannot be
summarized or have no logic in hierarchy is very inefficient. Today’s
modern network devices have high performance. Some core routers can
scale up to a million IP address prefixes in the routing table. However, the
routing table is one of the pieces where these broken subnets create
problems. These discontiguous IP addresses can cause major complexities
in designing effective security policies and traffic engineering. The benefits
of maintaining IP addressing continuity are

* [P address summarization

* Supernet-based traffic engineering

* Supernet-based security policies

* Future growth with easy expansion

* Geolocation

* Proper site hierarchy

* Identity and/or user-based network design

Let’s look at an example to understand this issue in more detail. Figure 6-2
illustrates a recommended IP addressing structure at a high level and its
benefits. At a site level—Site A—there are three major networks; they are
the underlay infrastructure, management, and user networks. Taking what
we have learned so far, the underlay infrastructure network consists of
multiple /30 or /31 prefixes that are local to the site. Management IPs are
/32 and are assigned to each of the devices for management and operation
of the campus fabric. Finally, the user networks carry all user traffic across



the campus infrastructure, but now they are much larger and purpose-driven
subnets. Most of the SD-Access sites in deployment today are stub sites.
This means these sites do not act as a transit for any through traffic. Any of
the backdoor connectivity to other sites or other domains is usually handled
via a peer (fusion) router. The various network subnets can be summarized,
and essentially, with proper IP address planning, only three subnets need to
be advertised out of the fabric to the peer router. This summarization
provides a great advantage as compared to a site from legacy network. As
more and more sites are brought into the network, the overall routing table
becomes more manageable.

Data Center
or CNF

Underlay: 10.2.0.0/24
Qverlay: 10.2.1.024
1022024
10.2.3.0/24

Undarlay: 10.1.0.0/24

Qverlay: 10.1.1.0/24
10.1.2.0/24
10.1.3.0/24

SDA Fabric Site B

Wide Area Network

Figure 6-2 /P Addressing Design

Another advantage with the separate networks for underlay, management,
and overlay is simplified network policies. If there is a need for any access
control lists (ACLs) in the network, subnets can be easily identified. This
also helps in Day 2 operations: by looking at the issues, support engineers
can quickly identify criticality of the subnet and can make decisions
regarding any escalation.



Addressing continuity provides an ease in management of IP addresses via
Cisco Catalyst Center. As part of the site creation workflow, it becomes
much easier to reserve a block of IP addresses at a site level that can be
used for various purposes, such as user or infrastructure pools. With IP
expansion in mind, additional subnets can be reserved for future expansion
of existing networks or building any additional networks that solve new
business use cases.

Because one site does not fit all, in an organization, not all sites are of the
same size. It is highly recommended to derive a site type template where all
the sites of the organization can be placed. This structure will assist in
creating a catalog of site types, where this catalog comes with a kit for ease
of deployment. The kit would include

* Physical attributes:
* A set(s) of router(s) for WAN connectivity
 Switches needed for SD-Access fabric
* Model of wireless LAN controllers (WLCs)

* Model and base quantity of access points (the final quantity would
depend on the site survey)

* Firewalls as applicable

» On-premises compute as applicable

 Logical attributes:

* Type of WAN connectivity and transport handoff types (for
example, MPLS, Internet, or dark fiber)

* [P address subnet size
» Wireless AP group templates
* QoS and application policies

Having this kit-based architecture simplifies the deployment and also
enables certification of each site-type architecture with standardized models
and software code versions that are scrubbed and certified by the



organization. Any time a site needs to be transformed from a legacy
network or needs to be deployed as a net-new site, all that is required is to
select the type from the catalog, order the kit hardware, and deploy the
automation using kit-specific templates.

Site Hierarchy

Site hierarchy and IP address planning go hand in hand in the design of the
corporate network. A structured site hierarchy in Cisco Catalyst Center will
assist with accurate reservation of IP pools and avoid any overlaps or gaps
in the IP addressing schema. The goal is to have a proper structure that can
be utilized for device placement as well as consistent subnet sizes per site
types. To illustrate this concept clearly, let’s look at Figure 6-3. This figure
shows the correlation between a site hierarchy and IP address subnet size
and allocation. As we go deeper into the site hierarchy, subnets become
smaller but are part of the same global-allocated ranges. This method also
provides a clear summarization route from one part of the network to
another.
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Execution

The site hierarchy is organized and IP addressing has been planned. Now is
the time for execution. Network migration execution is a major component
of a transformation journey. There are many steps involved in the migration
of a site, but for the scope of this chapter and book, we will focus on
building the core infrastructure pieces. In this section, we will discuss how
to build the underlying infrastructure at scale.

There are many ways to conduct the migration of a site. However, based on
our experience, there are two main and most efficient ways to deploy the
underlay infrastructure for SD-Access fabric. First 1s LAN automation, and
the other is partial automated deployment. Both of these methods have their
advantages and disadvantages, but both methods have been tried and tested
on multiple deployments and have been proven successful and achieve
different scale results. Some of the high-level differences between these
methods are described in Table 6-1. The details of LAN automation and
partial automation are described in subsequent sections.

Table 6.1 High-Level Differences Between LAN Automation and
Partial Automated Deployment

LAN Automation Partial Automation

Zero-touch provisioning Multi-touch provisioning

Fully automated underlay Partial automated underlay

[deal for greenfield or parallel build deployment [deal for brownfield deployment or same switch upgrade

Catalyst Center needs access to all switches to deployand | Partially automated underlay can be built in the staging
configure. Cannot be done 1n a staging environment. environment, and configured switches can be placed in the
network to be discovered by Catalyst Center.

Each device goes through a software upgrade lifecyele if | Software upgrades can be performed in a staging
fiot on the golden code. environment or later, depending on the migration strategy.




LAN Automation

The LAN automation feature of Cisco’s Catalyst Center revolutionized the
way we build massive networks at scale. The i1dea of zero-touch
provisioning (ZTP) of new network devices at scale changes the game on
how networks are being deployed today. The term zero-touch provisioning
means that when a device comes online during its first boot, assuming the
network connectivity is provided, it should automatically register to its
controller without any key being pressed or command being entered on the
device. ZTP of network devices is not new. For years, this technology has
been deployed at different parts of the network. Around 2012, we saw ZTP
come into small business markets with solutions provided by vendors such
as Meraki. The logic was simple: You define the intent on a centralized
controller, ship the switches to remote sites, and just plug them in to the
network. These switches are factory-shipped with default configurations,
which enables them to communicate with the ZTP server. Once they have
established the communication, these switches will then get the desired
configuration from the network controller and then be fully operational.
This process revolutionized deployment for small-to-medium businesses
(SMBs) because they did not have to send an IT technician out to all of
their remote locations, which was very expensive. They just needed simple
instructions and smart hands to help them install the switch and connect the
required cables. The rest of the process is done remotely.

This ZTP later evolved in data center and WAN technologies, with ACI and
SD-WAN being the biggest users of the process. Again, with the use case,
ACI was simple because all the devices were in a single rack-and-row
layout, and the APIC controller was usually connected to the fabric itself.
Whereas with SD-WAN, all WAN routers would, by default, have WAN
connections. That implies they can easily reach the WAN controllers that
are located in the cloud via Internet to get their ZTP and configurations
automatically.

Coming to campus networks, this process was a little difficult. If we look at
the scale of deployment, we are looking at the potential deployment of
hundreds of switches, and also various models and port capacities. Getting
the individual configuration of those switches ready ahead of time was
almost as the same as manually creating them and using a simple



copy/paste procedure. Historically, in the traditional Layer 2 networks, with
the use of VLAN Trunking Protocol (VTP), the client and server model
usually automatically configured VLANSs on all LAN switches as soon as
they were connected. However, how these VLANSs were assigned to the
ports and had the right devices in the right VLANSs was still a lot of manual
work. With fabric-based technologies, the whole process had to be changed.
Since there were no Layer 2 VLANSs or VTP to be dealt with, a new
overhauled process of network automation needed to be designed from the
ground up. With the use of Layer 3 routed access layer, and also with
multiple campus switch combinations in play (such as high-performance
core switches to high-density distribution switches to stackable access layer
switches), all combinations of getting the switch ready for the fabric-
enabled configuration needed to be taken into account. One of the most
critical parts of this architecture is to ensure the workflow is maintained and
all components and devices are onboarded into the network.

It 1s critical to understand what LAN automation accomplishes during the
process. The goal of LAN automation is not to build the fabric, but to build
the underlay and get it ready so that the SD-Access fabric can be built on
top of that. Essentially, LAN automation will ensure a routed access layer is
built with the switches in the network with no set device roles. After the
LAN automation process is completed, Catalyst Center is not aware of the
roles of the devices. They are just in a “managed” state in Catalyst Center
without any specific role assigned. Once the LAN automation process is
completed, roles such as border, control plane, and edge can be configured
as a next step. At a very high level, LAN automation is considered to
eliminate the effort required for hardening the basic device, using the
underlay IP addressing schema, configuring the routing protocol, and lastly,
employing the underlay multicast configuration. LAN automation provides
zero-touch provisioning, end-to-end topology, resilience, security, and
compliance.

LAN Automation Process and Workflow

LAN automation involves a series of tasks that are completed in a specific
order to achieve the desired outcome. The overall goal is to build a fully
compliant routed access network. Fully compliant in this instance means
that the devices are all upgraded with golden code, all links are configured



as point-to-point Layer 3 links, and all the devices that are part of the LAN
automation process are ready and in a “managed” state within Catalyst
Center. Once the underlying infrastructure is built, devices with any role
such as edge or border/control plane node can be configured from Catalyst
Center.

At the time of writing this chapter, LAN automation accomplishes the many
tasks. These tasks may change in the future as the feature evolves;
therefore, it 1s highly recommended that you refer to the latest Cisco
documentation for a step-by-step guide.

Note

LAN automation uses zero-touch provisioning. That implies any
device that 1s part of the process needs to run the Plug and Play
(PnP) process. If, during the bootup process, any of the devices are
interrupted via the CLI, the PnP process on that device will fail. To
reset the configuration back to the factory settings, you should add
the commands shown in Examples 6-1 through 6-3 to the affected
switches.

Example 6-1 CLI Config Mode

no pnp profile pnp-zero-touch

no crypto pki certificate pool

Also remove any other crypto certs shown by "show run | inc c
crypto key zeroize

config-register 0x2102 or 0x0102 (if not already)

do write

end

Example 6-2 CLI Exec Mode

delete /force nvram:*.cer
delete /force stby-nvram:*.cer (if a stack)

delete /force flash:pnp-reset-config.cfg




write erase

reload (enter no if asked to save)

For Cisco IOS XE 16.12.x or later, use the code in Example 6-3.

Example 6-3 Cisco 10S XE 16.12x or later CLI Excec Mode

pnp service reset no-prompt

LAN automation has four main stages: plan, design, discover, and
provision.

Planning Stage

In the planning stage, a seed device is selected for the network. As the name
suggests, the seed device is used as a root to discover the topology and
configure its connected devices and get them ready for the fabric underlay.
The seed device can be either onboarded into the network via Plug and Play
or be configured manually; its main goal is to provide full connectivity and
manageability to Cisco Catalyst Center so that other devices downstream
can be configured.

There are limitations on how many levels can be connected for LAN
automation. At the time of writing, nodes more than two levels are not
supported as part of the LAN automation process. That is, if the seed device
is a core device, connected distribution and access layer switches are
supported; however, any extension of access layer switches, such as
extended nodes or other daisy-chained switches, are not supported as part of
the LAN automation process. For such layers, a multistep LAN automation
process can be executed. In this process, once the first pass of LAN
automation is configured, another device such as a distribution or an access
layer switch can be selected as a seed device, and more switches
downstream can be configured via the LAN automation process.

LAN automation assigns all devices a loopback IP address and also
configures all interconnected links as Layer 3 point-to-point. During the
LAN automation process, a dedicated IP address subnet needs to be



reserved as a LAN automation pool that will be used to carve out loopback
and point-to-point IP addresses. As discussed earlier in this chapter, it is
highly critical to plan out growth and the number of IP addresses that are
required for this process. During the LAN automation process, one part of
that IP address is used as a temporary DHCP pool. This is for any new
devices coming onboard via PnP and will get a temporary IP address from
this DHCP pool. The second part of that subnet is carved out for loopback
IP addresses—specifically, loopback 0 and loopback 6000. These IP
addresses are assigned to the devices in sequence as they are onboarded in
order via the PnP process. The third part of the IP subnet is reserved for
point-to-point links between the devices. These IP addresses are /31 for
point-to-point and /32 for loopbacks. Reserving a minimum subnet size of
/24 for sites with LAN automation is highly recommended.

Design Stage

The design stage of the LAN automation process is focused on setting up
the correct site hierarchy for the devices that are being LAN automated.
This is essential because all the settings that are required for that site in
terms of device hardening are pushed and set up from the beginning. This
stage involves the following:

1. Creating or building a global site structure
2. Configuring global and local network services

3. Configuring global device credentials (for first site LAN automation
process)

4. Designing a global IP address pool and assigning the LAN
automation pools from the global IP address pools

Discovery Stage

The discovery stage allows you to discover the seed device and get it ready
for the LAN automation stage. In this stage, a new discovery is created for
that site, and the seed device is being discovered. Once the devices are
discovered, they can be assigned to the site and provisioned via Catalyst
Center. Once they are provisioned, they are in a “managed” state, which
allows Catalyst Center to push configuration to the devices. These



configurations could be related either to the LAN automation process or any
future fabric-related configuration.

Provisioning Stage

The provisioning stage is where the biggest change in the network happens.
The LAN automation process is initiated in this stage, and the switches are
built and prepped for the fabric deployment. Some prerequisites need to be
accounted for. Before the LAN automation process is started, a validation
needs to be carried out to check whether the underlay subnet of the LAN
automation (which has not been deployed in the network yet) has a route
back to the Catalyst Center as well as the rest of the internal network. This
/24 LAN automation subnet needs to be routed via an IGP, EGP, or
redistributed via a static route to so that once Catalyst Center runs LAN
automation, it will maintain the connectivity. Besides the route reachability,
the following points need to be taken into consideration:

* Ensure that the management port is unplugged for the devices that
are part of the LAN automation process.

* Ensure that all the seed device ports that are connected to the
downstream devices are in Layer 2 mode.

* Ensure that a primary seed port does not block Spanning Tree
Protocol (STP).

* Ensure that the devices that are part of the LAN automation are not
present in the Catalyst Center inventory. If they are from a stale
configuration, remove them.

* Ensure that the devices are not present in the current PnP process of
the Catalyst Center.

* Ensure that a DN A-Advantage license is used for the devices that are
part of LAN automation.

* Ensure that the PnP agents on the devices that are part of the LAN
automation are in INSTALL mode.

Once the prerequisites steps are verified, LAN automation workflow can be
started from Catalyst Center from the device. The LAN automation



workflow provides step-by-step information on features that need to be
enabled and interfaces that need to be selected for the automated
provisioning. Once the values are entered and the LAN automation process
is started, the configuration shown in Example 6-4 is pushed down to the
seed device by Catalyst Center.

Example 6-4 LAN Automation Seed Device Configuration

lexec: enable
!
system mtu 9100
!
ip multicast-routing
ip pim ssm default
!
Loopback IP and IS-IS configuration. (If the secondary seed is co
loopback IP and IS-IS configuration.)
interface LoopbackO
ip address 10.4.210.123 255.255.255.255
description Fabric Node Router ID
!
router isis
net 49.0000.0100.0421.0123.00
domain-password *
ispf level-1-2
metric-style wide
nsf ietf
log-adjacency-changes
bfd all-interfaces
passive-interface Loopback0
default-information originate
!
interface LoopbackO

ip router isis




clns mtu 1400

ip pim sparse-mode

exit

!

DHCP pool information:

ip dhcp pool nw orchestration pool

network 10.4.218.0 255.255.255.192

option 43 ascii 5A1D;B2;K4;110.4.249.241;J80;
default-router 10.4.218.1

class ciscopnp
address range 10.4.218.2 10.4.218.62

|
ip dhcp class ciscopnp
option 60 hex 636973636£706e70
!
ip dhcp excluded-address 10.4.218.1
!
VLAN 1 configuration:
vlian 1
!
interface Vlanl
ip address 10.4.218.1 255.255.255.192
no shutdown
ip router isis
clns mtu 4100
bfd interval 500 min rx 500 multiplier 3
no bfd echo
exit

device gets this configuration.)

Switch port configuration on interfaces used for discovery.

(Each




interface TenGigabitEthernetl/1/8

switchport

switchport mode access

switchport access vlan 1
!
interface TenGigabitEthernetl/1/7

switchport

switchport mode access

switchport access vlan 1
exit
Multicast configuration (optional; only configured if the multica
If the Rendezvous Point (RP) for the underlay multicast needs to
automation with multicast enabled using border switch as the seed
If the peer seed is configured, these multicast CLIs are pushed o
is used to configure LoopbackO on both the primary and peer seeds
interface LoopbackO

ip address 10.4.218.67 255.255.255.255

ip pim sparse-mode

ip router isis

ip pim register-source Loopback0

ip pim rp-address 10.4.218.67

Note

The IP addresses in the configuration shown in Example 6-4 are
examples and would vary depending on the network where the LAN
automation process 1s run.

Once this LAN automation process has started, all the remote devices that
are part of the LAN automation process will kick off their PnP agent and
will get an IP address for the temporary DHCP server from the seed device,
and also with option 43 and 60 of DHCP, they will be able to reach the
Catalyst Center to get the rest of the configurations. Once all the devices




have been discovered in the PnP process, the LAN automation process can
be stopped. During that stage, Catalyst Center will push the final
configuration with Layer 3 interfaces and loopbacks to all the switches and
reload them. For all the devices that were being discovered, LAN
automation will show them as “completed,” which means that these devices
can now be provisioned and configured for their respective device role.

LAN automation is great for getting the underlay built for large greenfield
deployments. If the site that has been LAN automated is in need of an
expansion, the process can be run again on the new devices with new seed
devices, and those devices can be onboarded as well. Overall, in the journey
of campus automation, LAN automation plays an important role in taking a
step further in software-driven architecture.

API-Based LAN Automation Provisioning

Taking a step further with LAN automation, the process discussed thus far
involves invoking a workflow on the Catalyst Center UI and walking
through the process of providing the values and initiating the LAN
automation process. Today, with the newer releases of Cisco Catalyst
Center, LAN automation APIs are available to consume, and a custom LAN
automation tool or a script can be built to take automation even further.
API-based Ansible modules are available on Ansible today. Cisco has
released Catalyst Center SDKs with these API modules. These APIs are
intent driven and can be run based on the requirements. Example 6-5 shows
a LAN automation API parameter.

Example 6-5 LAN Automation API Parameter YAML File

- name: Create
cisco.dnac.lan automation create:
dnac_host: "{{dnac host}}"
dnac_username: "{{dnac username}}"
dnac password: "{{dnac password}}"
dnac_verify: "{{dnac verify}}"
dnac_port: "{{dnac port}}"

dnac version: "{{dnac version}}"




dnac_debug: "{{dnac_ debug}}"
payload:
- discoveredDeviceSiteNameHierarchy: string
hostNameFileId: string
hostNamePrefix: string
ipPools:
- ipPoolName: string
ipPoolRole: string
isisDomainPwd: string
mulitcastEnabled: true
peerDeviceManagmentIPAddress: string
primaryDeviceInterfaceNames:
- string
primaryDeviceManagmentIPAddress: string

redistributeIsisToBgp: true

You can find more Catalyst Center APIs for LAN automation in the latest
documentation at https://developer.cisco.com.

Partial Automated Deployment

At this point, you should understand how LAN automation can make a
massive impact on bringing up a new deployment. With the ease of zero-
trust provisioning and getting devices up to code and basic configuration,
you can get a jump-start on the network deployment. This is massive in
terms of time to market. However, not all buildings or sites in an
organization are net new. In a majority of the cases, brownfield migration is
required due to the following:

* There is a lack of space for parallel build in the intermediate
distribution frame/main distribution frame (IDF/MDF) closets.

* Edge devices are already upgraded to newer models and their role
needs to be changed from legacy to fabric enabled.



https://developer.cisco.com/

* An organization is working with a partner to procure and pre-stage
the devices at a central warehouse before the devices are shipped to
the site. This process does the following:

* Checks for any potential dead on arrival (DoA)
* Performs software upgrades

* Deploys initial configurations

» Connect scables and optics

* Prepares the Method of Procedure (MoP)

If LAN automation is to be performed, all of these pieces warrant access to
Catalyst Center and also high bandwidth to download golden image files to
the switches and then provision them. If the devices are not in the
customer’s facility, getting full administrator access of the production
Catalyst Center to partner is not viable. Consequently, alternate methods are
used to achieve similar results but at scale. The following process describes
one of the major use cases that we have observed in our deployments where
an organization is trying to upgrade its hardware and move to SD-Access at
the same time.

The process of partially automated deployment is as follows:
1. Upgrade devices to the golden code offline via USB.
2. Pre-stage minimal required configurations on the devices.
3. Ship the devices to the site.

4. Unbox the devices at the site, rack and stack them, connect the
uplink/downlink cables, and power on.

5. Once reachability to Catalyst Center is established, run a discovery,
provision, manage, and assign fabric roles to them.

These steps will essentially assist with breaking up the device onboarding
process for scale. When the business needs to perform a massive
organizationwide upgrade of devices and solutions in a short amount of
time, an assembly-line approach might be required. This process can be
broken down into multiple teams where one team is responsible for staging



the devices and another is responsible for bringing those devices into SD-
Access fabric. After step 5, the processes for LAN automation and partial
automation deployment are the same.

For step 2, the minimal configuration required to be deployed on the
devices is shown in Example 6-6.

Example 6-6 Minimum Base Underlay Configuration

ip routing

!

hostname <HOSTNAME>

!

no aaa new-model

!

archive

log config

logging enable
logging syslog content plaintext

!

username dnac privilege 15 secret <SECRET>
username sdaadmin privilege 15 secret <SECRET>
!
no ip domain lookup

ip domain name <DOMAIN NAME>

!
crypto key gen rsa gen mod 2048

!
interface loopback 0

description DNAC Mgmt Interface
ip address <IP_ ADDRESS>

ip router isis

!
interface <P2P LINKS>

no switchport




ip address <IP ADDRESS>

ip router isis

bfd interval 300 min rx 300 multiplier 3
!
router isis

net <NET ADDRESS>

is-type level-2-only

metric-style wide

log adj changes

bfd all-interfaces

!

snmp-server community public RO version 2c
snmp-server community private RW version 2c
!

line vty 0 15

login local

transport input ssh

The benefit of this approach lies with one of the most commonly seen
scenarios. In this scenario, when a device needs to be hot-swapped with a
new configuration and hardware, it becomes much easier to check the
hardware, upgrade the code, and stage it with the preconfigurations. When
the time comes to swap the device during the maintenance window, it
becomes easier to replace, connect power and uplinks, discover and
provision the device via Catalyst Center, and then connect all the endpoint
connections. With dotlx enabled, the old devices would onboard the
network, and for any special devices that had static IPs or no dotlx
capabilities, those ports can be configured via Catalyst Center on that
switch. With this migration use case, the network turnaround time is faster
because this can be done per IDF basis, and multiple IDFs can be
completed at the same time too. And with lack of extra power, rack, or
uplink connections, this becomes the best solution to migrate to the new
network.




Another major scenario 1s a two-stage migration. This approach is not so
common now, but it was during the earlier stages of SD-Access
deployment. We have witnessed organizations taking on two-stage
migration where they would upgrade their legacy switching infrastructure
with newer SD-Access[nd]capable hardware, and then once the entire site
was upgraded, they would convert that to SD-Access. The biggest challenge
we observed with this method was taking down the site two times for two
different maintenance windows. This was a challenge for multiple business
units, especially if a site had a 24x7 operation, such as a manufacturing
facility or a hospital. Outages are not taken lightly a time for leisure at these
locations. A most common use case for this approach is when the legacy
hardware is out of support and an entire new SD-Access design cannot be
deployed in an extremely short amount of time. This approach gets an
organization to a supported hardware first, which paves the way for a
software-driven architecture. If, for any reason, there is a need to have such
a migration approach, the following strategy can be employed:

1. Replace the legacy hardware with a like-for-like configuration from
the old device (code permitting).

2. On moving to an SD-Access strategy, pre-generate a base underlay
configuration based on Example 6-4.

3. Deploy this base underlay configuration to all the respective
deployed switches.

4. On the day of the maintenance window to convert them to SD-
Access, save the legacy configuration to a switch’s hard disk, and
reboot the switch using the base underlay configuration as a startup
configuration.

5. Once the device reboots using the new base underlay configuration,
make appropriate IP address changes on the upstream switch and
then discover and provision this switch from Catalyst Center.

The strategies mentioned here can be used based on the needs of the
organization. These strategies are not exclusive. Depending on the size of
the site or building, one or more strategies can be deployed on the IDF to
achieve complete migration to a software-driven architecture.



Summary

In this chapter, you learned what campus network automation means. You
learned about the importance of planning the entire architecture, where
planning the IP addresses of a site is the most critical. You looked at
different strategies for IP address planning, site hierarchy, and execution
strategies. In the later sections of the chapter, you examined the LAN
automation process, workflow, and its deployment strategies. You also
looked into how partially automated networks would help in migration of
brownfield networks.
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Chapter 7. Plug-and-Play and Zero-
Touch Provisioning

In this chapter, you will learn about the following:

* How an operator can onboard new nodes into the network
* Differences between Plug-and-Play and zero touch provisioning
* Meraki onboarding process and provisioning requirements

* How to use APIs within Meraki and Catalyst Center to onboard
devices

Overview

Over the years, the need to scale, expand, and deploy IP networks securely
in the most remote locations on the planet has changed from a dream to a
reality. With the deployment of fiber optic cabling, and thanks to
improvements in radio frequency allocation and microwave-based radio
backhaul technologies, even the most remote users have been able to
embrace access to the Internet, plus corporate and public service networks.

One of the key enablers in this transformation that provided the capability
to bring initial devices quickly, securely, and relatively seamlessly into
service has been Plug-and-Play (PnP), or as many detractors prefer to call
it Plug-and-Pray. The Plug-and-Play capabilities in the Cisco product line
were first introduced as a progression from Auto-install, which became a
default part of the IOS product line. It was initially released for use with
legacy routers in 1993 and expanded in 2004 with support for local area
network (LAN) interfaces in conjunction with Dynamic Host Configuration



Protocol (DHCP), opening the door to more elaborate use cases through a
software technology train IOS version.

Auto-install was an early capability provided in IOS software to allow for
Trivial File Transfer Protocol (TFTP) values specifying configuration
images to load on routers and switches. Although it was useful at the time,
it came with inherent limitations that impeded it from being able to scale
appropriately, which largely limited its usage to local network activities or,
in many cases, evergreening or rebuilding activities for dynamic lab
environments. These limitations were largely attributed to the insecure
transfer of configurations via TFTP and inflexibility in terms of device
allocation to configuration, which required provisioning.

In 2013, Plug-and-Play was introduced into the product line orchestrated by
Cisco Prime Infrastructure, which was one of Cisco’s earlier network
management platforms that was heavily used in the networking industry
prior to the release of newer orchestrators, such as APIC-EM and eventually
Cisco Catalyst Center. Cisco Prime Infrastructure provided a new and rich
set of functionality and features. For example, it allowed not only the initial
deployment of a network node via DHCP and/or DNS-based discovery but
also the ability to accomplish more complex workflows, such as achieving
rollback scenarios if the Plug-and-Play process stalled or failed during
initial installation.

Having these resilience capabilities available opened the door for large-
scale organizations and service providers to turn to PnP to lower their
deployment costs for a broad range of offerings, providing the value
proposition of not requiring skilled network technicians to be present in
remote locations to configure routers and switches over the console. This
functionality has become a financially lucrative and operationally beneficial
consideration. Through the use of this technology, Cisco has worked with
many customers to rapidly scale up large deployments. Examples include
financial institutions with 5000+ branch locations, service providers
sending new customer-premises equipment (CPE) to customer sites, and
technology companies deploying home office routers for tens of thousands
of employees.

In this chapter, we will explore the technical foundations of the Plug-and-
Play solution and some real-world scenarios where the use of Plug-and-Play



provided a more simplistic means to deploy and scale large-scale network
environments.

Plug-and-Play Provisioning

When you’re deciding to deploy Plug-and-Play within your network
environment, the first decision that you need to make is how the network
will inform the to-be-onboarded devices that they should execute Plug-and-
Play onboarding with a particular server. This issue is often the topic of
long discussions with customers during the project planning phase, because
existing solutions may leverage common mechanisms such as DHCP
Option 43 or the A-Record for PnP servers existing in the network already.
In the following sections, we will explore the different options available for
use and the pros, cons, and nuances associated with the respective option
that 1s selected.

Cisco Catalyst Center Call Flow

To ensure that the right foundation is present when talking about Plug-and-
Play, let’s begin by looking at how a successful Plug-and-Play
communication takes place from beginning to end. The key components to
the communication flow are the PnP agent and the PnP server. The agent
represents a piece of software running on the device executing the Plug-
and-Play process—for instance, a router or switch.

In enterprise networks, Cisco Catalyst Center provides the means to
perform network automation and assurance capabilities. Following the
success of Cisco Prime Infrastructure, the platform provides improved
capabilities in the domain or structured automation, intent-based APIs, and
onboarding capabilities such as Plug-and-Play server functionality.

Cisco has both observed and supported many customers using the
automation and Plug-and-Play deployment flows to bring up massive
campus environments with thousands of switches. Cisco also has supported
customers using Catalyst Center to deploy, roll out, and scale critical global
sites for both branch office and campus constructs.



During startup, the Cisco network device will transition through a discovery
sequence that steps through the following options to identify a viable PnP
server:

* DHCP Option 43
* DNS (pnpserver.xxxxx)
* PnP connect (pnpconnect.cisco.com)

The PnP server represents the system that is responsible for the
provisioning of configuration, software, and licensing to the agent devices.

A basic example of the communications between agent and server is
illustrated in Figure 7-1.
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Figure 7-1 PnP Onboarding Process

Certificates

The use of certificates in the context of Plug-and-Play ensures a secure
exchange of information when communicating between an onboarding
device and the PnP server; the certificate itself can exist in multiple forms.
On the Plug-and-Play server, server certificates are typically issued by a
private certificate authority (CA). To ensure that the certificate validation
can properly take place, in most systems participating in Plug-and-Play, it is
important that either the fully qualified domain names (FQDNs) associated
with the resolved server and/or the IP addresses are included within the
Subject Alternative Name fields.

Example 7-1 shows the format that is normally expected for a web
server[nd]based certificate utilizing both FQDN and IP addressing.

Example 7-1 Catalyst Center Web Certificate

unix-workstation$ openssl x509 -inform pem -noout -text -in 'cc-
Certificate:
Data:
Version: 3 (0x2)
Serial Number:
70:00:00:00:49:e8:fe:ab:ca:9%9:03:02:18:00:00:00:00:00
Signature Algorithm: sha256WithRSAEncryption
Issuer: DC=com, DC=cisco, DC=mucO7cxlab, CN=mucO7cxlab-PD
Validity
Not Before: Feb 25 13:27:39 2022 GMT
Not After : Feb 25 13:27:39 2024 GMT
Subject: CN=cc-1.mucO7cxlab.cisco.com
Subject Public Key Info:
Public Key Algorithm: rsaEncryption




RSA Public-Key: (2048 bit)
Modulus:
<REMOVED FOR BREVITY>
Exponent: 65537 (0x10001)
X509v3 extensions:
X509v3 Key Usage: critical
Digital Signature, Key Encipherment
X509v3 Extended Key Usage:
TLS Web Client Authentication, TLS Web Server Aut
X509v3 Subject Alternative Name:
DNS:cc-1.mucO7cxlab.cisco.com, DNS:pnpserver.garc
ent.mucO7cxlab.cisco.com, IP Address:172.16.0.74, IP Address:172.
<REDACTED FOR BREVITY>

Within the certificate X509 Subject Alternative Name field, you can see
both the FQDN entries associated with the Plug-and-Play server, in addition
to the IP addresses associated with this server.

When a Plug-and-Play agent attempts to validate the trustworthiness of a
Plug-and-Play server, it verifies that the FQDN or the IP address that it
received during the discovery process matches up with the common and/or
subject alternate names that are present in the certificate that is in use. It
uses the retrieved certificate that is requested in the second REST HTTP
GET request, as shown in Figure 7-2.

This activity takes place prior to the system transitioning to leverage an
HTTPS connection. Once the HTTPS connection is established, a further
device-specific certificate is issued to the PnP agent device from the Plug-
and-Play PKI infrastructure, which is hosted on the Catalyst Center Server.

4
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Figure 7-2 Wireshark PnP Flow Graph

In Figure 7-3, you can see an overview of the Catalyst Center PKI CA,
which corresponds to the device certificate allocation. Optionally, the
Catalyst Center can be configured as a sub-CA to a third-party certificate

authority.
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Figure 7-3 PnP Device Certificate Authority Settings

Allocated certificates from the Catalyst Center CA during the Plug-and-Play
process are visible in the system settings within the Trust & Privacy
section, as shown in Figure 7-4.
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Figure 7-4 Issued Device Certificates

Time Management

Although the subject of time management may sound unusual in this case, it
is very important and relevant in the context of the Plug-and-Play
implementation that the correct sanity is present to ensure the certificate
validity. Depending on the platform that is performing the Plug-and-Play
process, different capabilities may be used to ensure that the time on the
platform is valid.

For some platforms, the DHCP Capability list that is shared during the
DHCP discovery phase contains the capability to interpret DHCP Option 42



data, as detailed in Figure 7-5, thus allowing the platform to configure a
DHCP-provided NTP server to perform time synchronization. On other
platforms, such as the Cisco Catalyst Series switches, the pnpntpserver
DNS A-Record, which allows for network nodes performing plug and play,
to retrieve a mapping to the networks NTP server based on a known DNS
record can be used, as seen in Figure 7-6, or alternatively when Cisco
Switches are performing plug and play using Cisco Plug-and-Play Connect,
the use of the DNS A-Record time-ntp.cisco.com, as in Figure 7-7, may
also be utilized in order to synchronize valid time and date information.


http://time-ntp.cisco.com/

- Dynamic Host Configuration Protocol (Request)

Message type: Boot Request (1)

Hardware type: Ethernet (0x01)

Hardware address length: 6

Hops: 0

Transaction ID: @x0c1f526e

Seconds elapsed: @

Bootp flags: 0x8000, Broadcast flag (Broadcast)

Client IP address: 0.0.0.0 (0.0.0.0)

Your (client) IP address: 0.0.0.0 (0.0.0.0)

Next server IP address: 0.0.0.0 (0.0.0.0)

Relay agent IP address: 0.0.0.0 (0.0.0.0)

Client MAC address: Cisco_5c:43:40 (68:7d:b4:5¢:43:40)

Client hardware address padding: 00000000000000000000

Server host name not given

Boot file name not given

Magic cookie: DHCP

Option: (53) DHCP Message Type (Request)

Option: (54) DHCP Server Identifier (172.16.2.100)

Option: (50) Requested IP Address (172.17.21.7)

Option: (61) Client identifier

Option: (12) Host Name

Option: (60) Vendor class identifier

+ Option: (55) Parameter Request List

Length: 10
Parameter Request List Item: (1) Subnet Mask
Parameter Request List Item: (15) Domain Name
Parameter Request List Item: (3) Router
Parameter Request List Item: (28) Broadcast Address
Parameter Request List Item: (12) Host Name
Parameter Request List Item: (6) Domain Name Server
Parameter Request List Item: (7) Log Server
Parameter Request List Item: (26) Interface MTU
Parameter Request List Item: (42) Network Time Protocol Servers
Parameter Request List Item: (43) Vendor-Specific Information

Figure 7-5 DHCP Server Option 42 NTP
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Figure 7-7 time-ntp.cisco.com Domain Name Resolution

In addition to the methods that have been discussed to ensure a valid and up
to date time synchronization state in time allocation, the Plug-and-Play
process on the server side of some of the Cisco implementations may take
further actions toward proactively configuring the correct time, in
conjunction with the provisioning of a certificate.

Figure 7-8 shows how Catalyst Center provisions a valid time during its
certificate installation phase. This action negates the need for the NTP
server to be preconfigured via DNS or DHCP at the time of Plug-and-Play
onboarding.
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Figure 7-8 Time Provisioning in Combination with Certificate Transmission

Using IPv4 DHCP to Perform Plug-and-Play

By far, the most common method to onboard Cisco devices while using
solutions such as Cisco Catalyst Center, which evolved in enterprise
networks from the Cisco APIC-EM solution, is to use IPv4 DHCP to
perform Plug-and-Play. In service provider and some defense sector
domains, Network Services Orchestrator uses DHCP in conjunction with
specific bootstrap options for zero touch or Plug-and-Play provisioning.
Historically, Option 43 was used in Cisco wireless networks as a means for
lightweight access points (APs) to identify the wireless LAN controllers
(WLCGCs) for which they would generate a control and data connection using
the CAPWAP protocol.

Upon the release of Plug-and-Play, using DHCP Option 43 became a further
means by which a factory default network device has a means to locate the
IP address or, in certain circumstances, the FQDN of its corresponding
Plug-and-Play server.



Before we delve into all the different options associated with formatting
DHCP Option 43 addressing, let’s examine how the DHCP server that is
responsible for providing the router, switch, wireless controller, or AP with
its respective IP address is configured.

DHCP Server Scope

The service IP address scope represents the range of IP addresses that are
allocated to a specific subnet. Let’s consider the example of a virtual LAN
(VLAN) that is dedicated for access points. These access points would be
planned with an addressing allocation—for example, 192.168.129.0/24. In
this context, we would refer to the range of usable addresses to allocate to
the client devices as the scope. Most scopes also include exclusions, to
avoid existing infrastructure addresses, such as the default gateway IP
address, from being provided, and resulting in duplicate addressing
allocations.

In modern DHCP servers, further exclusion validation checks, such as
probing addresses in use on the network, may also take place automatically.

As part of the scope allocation (RFC 2132), attributes that are provided to
dynamically provisioned hosts are

* [P Address
* Subnet Mask: Option Number 1
* Default Gateway: Option Number 3

Note

While alternatives to deploying the default gateway may exist, such
as using DHCP Options 33 or 121 or 249, the ability of network
platforms to consume and use this addressing during the Plug-and-
Play phase may vary on a platform-by-platform basis.

DNS Server: DHCP Option 6

The addition of the DNS server attribute is important when using DHCP
Option 43 in conjunction with a fully qualified domain name, rather than



when using an [Pv4 address. Failure to provide a reachable DNS server will
result in the PnP process failing to identify the IP address of the server that
it needs to communicate with.

Domain Name: DHCP Option 15

The domain name option can be used to provide an existing context to
which default level in the DNS hierarchy a device may be located—for
example, apac.acme.corp versus amer.acme.corp.

Vendor Class Identifier: DHCP Option 60

While the options that we have described so far indicate key information
that is used, such as the client that is receiving the IP address from the
DHCEP server, there is an important option that is commonly used to provide
the server with information about the DHCP client device itself. Within a
DHCEP scope, there is the possibility that different types of systems may
exist: systems that have already been provisioned and have concluded their
Plug-and-Play onboarding, systems that may need to directly discover
control servers such as IP phones or other equipment that may not react
well to the provisioning of DHCP options, such as Option 43, when they are
not needed. In such scenarios, the DHCP Option 60 Vendor Class Identifier
field can be used. This field is commonly used within a scoped IP address
range to allocate devices that match a specific string (hex or ASCII) into
subscopes that represent a portion of the allocated range or subscopes that
represent the provisioning of different options.

Unlike DHCP Option 43, which was described earlier, Option 60 is
transmitted in the DHCP discover packet to share information upstream, as
shown in Figure 7-9.
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A simple example of how this may be used comes from the world of
wireless LAN deployments. In the past, customers with access point models
used older generations of software and hardware that could not utilize the
newer wireless LAN controller series. For these devices, it was important
that they continue to communicate with their legacy controller to ensure the
right interoperability was available. This included Return Material
Authorization (RMA) or replacement legacy APs from the stockroom that
may need to onboard via DHCP Option 43 and be directed toward the
legacy controller. In contrast, for newer APs, the requirement would be to



communicate with a newer wireless LAN controller and receive its [P
address via Option 43. This scenario would have been simple to achieve if
the devices were in two totally different subnets, using dedicated IP scopes
with fixed Option 43 mappings to the old and new controllers. However, if
the devices are in the same IP subnet and range, then things become more
complicated. As such, the use of Option 60 is important to match on the
string for the old and/or new vendor class identifiers that can support the
identification of the vendor and under certain circumstances a product name
in the DHCP packet (VCI strings) to provide the right DHCP scope.

Note

V(I strings on Cisco devices change from the default value of
ciscopnp, as shown in Figure 7-10, after the Plug-and-Play process
has concluded. Typically, the change represents something that
would allow the identification of the device model, such as C9136
representing a Cisco 9136 access point.
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Figure 7-10 DHCP Discover with Default ciscopnp VCI Value

DHCP Option 43

Looking at the options for using Option 43 with PnP, at first, can be quite
confusing. This is especially true for individuals who have a background
working with wireless, where most commonly the strings used for wireless
LAN controller discovery are limited to a short hexadecimal string
representing the IP address and the number of WLCs to use.

When you’re interfacing directly with a Plug-and-Play server, the
formatting provides a lot more control and power in terms of what is being
used for the communications. Looking at Example 7-2, which was taken
from a Cisco Switch, you can see an ASCII string that includes numeric and
hexadecimal values.

Example 7-2 IP Pool with ASCII DHCP Option 43 Syntax



ip dhcp pool PnP Pool

network 10.20.30.0 255.255.255.0
default-router 10.20.30.1

option 43 ascii "5A1D;B2;K4;I110.1.1.1;J80;"
domain-name zerotrustbook.cisco.com

dns-server 10.19.80.4

Note

Depending on the DHCP server implementation, hexadecimal could
be preferred instead of ASCII.

In Table 7-1, the DHCP Option 43 content translates to specific functions.
Let’s break down the options listed within that field.

Table 7-1 DHCP Option 43 PnP Definitions

DHCP | Operation | Version | Debug | Transport | Server | (Front Delimiter | J (Front
Type Type Mode | Mode (K1, | Address | for Hostname or | Delimiter for
Code (Off[N] |2,3,4 | Type (B, |Address) TCP Port
(required) [On [D]) 2,3) Number)

5 A 1 NO) |4(HTTP) |2(Pv) | KI0LLI> J<80>

5 A l N(Offy |4 (HTTP) |1 (hostname) | I<PnPserver.ciscoc | J<80>

o>
5 A l N(Off) | 4(HTTP) | 3(IPve) | IFESO: 1<80>

Using DNS to Perform Plug-and-Play

Whereas DHCP tends to remain a common option for use within enterprise

customer networks using Cisco I0S XE products and portfolios, for
customers in the service provider space or Cisco Meraki customers, using
DNS is much more common. A key advantage with the use of DNS is

independence from the needs of special DHCP configurations for Plug-and-

Play devices to be onboarded.




In the context of the Catalyst Center platform, operators may opt toward
using certificates that are based exclusively on FQDNSs. This approach has
become quite popular in customer accounts where restrictive certificate
authorities are in use. When the FQDN-based approach is used to perform
PnP for devices, a default A-record convention is required. This specific A-
record is the host entry PnPserver. When a network device’s Plug-and-Play
agent is searching for a viable onboarding host via the FQDN method, it
will specifically search for PnPserver within its existing domain. If no
domain is provided, it will attempt to identify a PnPserver entry at the same
subdomain where the system is currently provisioned or has configured
itself within upon receiving an IP address using a reverse DNS lookup.

This approach brings several advantages over the Option 43 onboarding
method that we covered previously. While the Option 43 method does have
numerous capable options, using the FQDN method potentially allows a
more simplistic means for the operator to allocate global PnP servers to
them to be onboarded devices.

Let’s look at a scenario where we have a global enterprise customer as in
Figure 7-11. This customer has three Catalyst Center clusters that are
deployed across the globe. One is in the Asia Pacific, one in Europe, and
one in the Americas, using three different subdomains using IPv4 DHCP
Domain Name (option 15). These subdomain allocations can be applied to
the respective PnP provisioning VLANS in the respective geographies.
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Figure 7-11 Global PnP-Server Deployment

Plug-and-Play Connect

The Plug-and-Play Connect feature can be used by supporting devices that
want to participate in the Plug-and-Play process and may not have localized
mapping to a Plug-and-Play server that exists within the local enterprise
network.



For PnP Connect to function properly, DNS resolution of the
pnpconnect.cisco.com URL is required, as is the ability to route to the
respective IP address that the FQDN resolves to. Since connectivity to the
portal commonly traverses out of a private corporate network, requisite
firewall rules also need to be opened to support the communications from
the network device to the Cisco Plug-and-Play Connect cloud-based
discovery portal. The on-boarding flow for PnP Connect is illustrated in
more granularity in Figure 7-12.
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Figure 7-12 PnP Connect Workflow


http://pnpconnect.cisco.com/

Startup VLAN

When you’re booting up factory-new Cisco switches and routers, all
physical interfaces reside in VLAN 1. This information is helpful for
several reasons. During bootup within a Layer 2 domain, key protocols such
as DTP use this VLAN to allow for negotiations. Furthermore, this VLAN
is quite commonly the native VLAN that is used in peer devices when no
extra configurations are applied.

With that said, in many scenarios, the default VLAN that 1s desired for use
within the network may not be VLAN 1, particularly in scenarios where
networks may be using things such as macrosegmentation (VRFs) or
handoffs to Carrier Edge routers from an SD-WAN or SP domain or
domains that have disabled VLAN 1 for security reasons.

In such scenarios, it is possible to change the default VLAN for the PnP
process on the adjacent device to the network device running the PnP agent.
In this case, the following command can be configured:

pnp startup vlan <vlan id>

The configuration does not have any further effect on the device where it
was configured.

LACP Usage with PnP

In certain scenarios, you might need to configure Plug-and-Play to interface
with upstream devices that may need to generate a port channel, such as an
upstream distribution switch. For such a scenario, you can use the no port-
channel standalone-disable command within a deployment template
similar to the one shown in Example 7-3.

Example 7-3 Preparing Upstream Devices for Plug-and-Play with Port
Channels

I
Vlan 192

name MGMT-VLAN




|

Interface vlan 192

ip address dhcp

no shut

!

Interface range ten 1/0/1, ten 2/0/1
switchport mode trunk

switchport trunk native vlan 192
channel-group 99 mode active

!

Interface port-channel 99

no port-channel standalone-disable
!

PnP profile PnP-zero-touch

transport http ipv4 {{DNAC-IP}} source vlanl92

exit

Authorization of PnP Devices

You can control access to a network medium in the context of Plug-and-
Play in several ways, depending on the deployment model that is in use on
the Plug-and-Play server. Some Plug-and-Play functionality requires
explicit claiming to take place, using the serial number of the device prior
to it being provisioned with a day zero configuration.

Other network functions, such as the deployment of a supplicant-based
extended node switch in the SD-Access network, if left with the default
configurations, will automatically provision, extending the network
perimeter. Although this is a desirable behavior for some customers, other
customers may perceive the dynamic growth of the network perimeter to
represent a security concern and still would like to retain control over which
devices can be onboarded via the Plug-and-Play process.

The principles of zero trust can be aligned within Catalyst Center to ensure
that devices are explicitly authorized by the operator prior to any



provisioning of day zero configuration, software, and licensing. This can be
configured within System Settings > Device Settings, as shown in Figure
7-13.

Settings / Device Settings

PnP Device Authorization

Check the Device Authorization checkbox to enable authorization on the device, By default
devices need not be authorized.

Device Authorization

Figure 7-13 PnP Security Feature to Permit Only Authorized Devices to Be Provisioned

Note

Authorization is an optional step to allow for a higher level of
security within customer environments. This option impedes devices
from being claimed into the network, prior to their existence being
accepted.

Meraki Onboarding Flow

Onboarding a Meraki device to the dashboard requires access to the Internet
to allow the onboarding device to resolve the key and critical URLs



associated with the organization in its respective region. For devices that
may have a firewall in the middle, a key overview of the ports that need to
be opened per service is available, as depicted in Figure 7-14. An updated
overview of these details can be derived from the Firewall ruleset tab at the
top right corner of the dashboard.
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Figure 7-14 Meraki Firewall Ruleset Requirements

To get a more detailed perspective of the flow of traffic involved in
onboarding a new Meraki device, the packet flow in Figure 7-15 provides
further perspective on how the communications are established.
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Figure 7-15 Traffic Flow—Meraki Onboarding

Zero Touch Provisioning

The origins of Plug-and-Play provisioning initially were simplistic,
providing a basic ability to load configuration files onto a device during a
factory default bootup. This capability has since been extended and
expanded to allow more secure methods of updates to take place,
differential deployment based on platform characteristics, and chained
actions such as software upgrades during the provisioning of a new device.

Provisioning activities can also extend to the deployment of licensing and
pre-emptive execution, whereby existing serial numbers are already mapped
to the future target provisioning actions that should take place upon the
device coming online.

Foundation Configurations

Software version harmonization is a key cornerstone of network
standardization, known bug and security mitigation, and stability using
tried-and-tested versions of software that were validated as a complete and
whole solution (solution testing) between disparate hardware models.

Historically, software versioning on new equipment was often a task that
was reserved for customers, partners as part of dead-on-arrival (DoA)



checks. During such prechecks, the installer would boot up a new device,
see that it powered on, and confirm some basic command function as
expected, such as show version or show inventory, followed by bringing
the router, switch, or wireless controller to the target software version.

The challenge that many customers faced with this activity was that
logistics in a project do not always match up with the project plan. Changes
happen, deliveries are delayed, and planned resources to do the installation
may become unavailable. These hurdles unfortunately can result in the
planned target software versioning installed on the target system that was
presumed “bug free” (if such a thing exists) no longer being in such a state,
so an upgrade will be needed upon installation.

With zero touch provisioning, the onboarding process, which involves the
claiming of a device and the provisioning of a certificate and a base
configuration, can also load a new software image and the target licensing
to ensure that its model matches up with the rest of the network standards
upon being installed.

Software and Hardware Deployment Selection in
Catalyst Center

Key configuration capabilities are present within Catalyst Center, thus
allowing targeted software selection based on the use of platform type and
role or variable-based assignment with the use of “tags,” as shown in Figure
7-16, allowing for extensive flexibility when selecting software for
deployment during the Plug-and-Play process. Through this granularity,
differential software versioning can be tailored easily to the environment,
partition, or deployment construct that is relevant to the specific
environment.
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Figure 7-16 Tag-Based Software Selection

In addition to the software versioning selection, for stacked devices, stack-
cabling constructs, like those shown in Figure 7-17, can be selected to
ensure that newly provisioned stacks can also be provisioned easily, with
the right versioning, licensing, and configurations.
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Figure 7-17 Stack Cabling Schemas in Catalyst Center

Claiming Devices in Catalyst Center

After the Plug-and-Play agent on a device has launched, and discovery has
concluded, resulting in the device being in communication with its Plug-
and-Play server (in this case, Catalyst Center), the device is in a state where
it can be authorized and claimed by the operator. This operation can take
place within the Plug-and-Play menu, as depicted in Figure 7-18.
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Figure 7-18 Claiming a PnP Device

Alternatively, you can proactively claim a device, supplying mandatory
fields for hostname, serial number, and hardware model (PID). You can
choose to perform this action on a single-device basis, through bulk import
using CSV, or through a Smart Account. This action is also possible via the
Plug-and-Play menu, as displayed in Figure 7-19.

Figure 7-19 Claiming Options

Claiming Devices in the Meraki Dashboard

To claim devices in the context of Meraki components, you need to access
the Inventory page on the dashboard, under the Organization > Configure
> Inventory, as shown in Figure 7-20.



l:l (lobal Dvervan

& | Orpeinen
KWL ¥

ji| ght

LT

Figure 7-20 Meraki Inventory Configuration Page

You can claim a device using the serial number or the respective order
number. Once claimed, as shown in Figure 7-21, the devices can be used
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Figure 7-21 Claiming Meraki Devices

Template Usage in Catalyst Center

The use of templates in Catalyst Center provides a means to deploy
configurations that match the standard requirements of the organization.
These configurations can range from day zero provisioning characteristics
that are used simply to bring a device under network monitoring until
further steps are applied, or they can be complete and final configurations
for the nodes to operate in a completely provisioned and “gold standard”
state, matching with the corporate requirements for both standardizations,
based on site types, often referred to as 7-shirt sizes or security rulesets,
which are advised by the corporate security organizations.

Template languages that can be used on the Catalyst Center platform are
Jinja2, which is a common language used by web programmers, or Velocity,



which also has roots in web programming with Apache and was adopted in
Cisco Prime Infrastructure (which, at the time of writing, 1s end of sale).

Note

While the learning curve for it is perhaps a little bit steeper, Jinja2
should be considered the preferred option because it has a lot more
flexibility and capability than Velocity.

When you are evaluating template usage, the first important decision that
you will need to make is standard or composite. There is no real right or
wrong answer when it comes to choosing the templating option; the choice
really comes down to which options are the easiest for the functions at
hand, with a perspective of now and in the future.

Standard Templates

For most beginners, standard templates are probably the most simplistic
way to get started. A standard template is comparable to a single script or
recipe where all the information is required on a single page. While this
may sound rather limited, through the addition of customizable variables
and loops, more elaborate routines can be created for deployment.

The following example shows how you could configure a standard template
to provision a basic function using the velocity scripting language:

|
hostname S$HOSTNAME

The following is a comparable example written in Jinja2:

hostname {{ HOSTNAME }}

The format is straightforward: The 10S configuration parameter hostname
is provided together with a variable represented by a unique name that is



front-delimited with a § symbol when using Velocity or delimited on both
sides between curly brackets {{ }} in Jinja2.

When you’re applying such variables in a template, Catalyst Center will
prompt you to populate the respective variable translation for the specific
node that is being provisioned at the time of provisioning.

Composite Templates

While many network operators and site reliability teams are content using
standard templates, when we’re looking at larger environments at scale, the
lack of modularity can often result in duplicity, resulting in many large
template files being created with minor differences to address each use case.

The use of composite templates takes an approach that is closer to object-
oriented programming, whereby each function is separated into a separate
template file that, through the modularity (illustrated in Figure 7-22), can be
pieced together to represent the correct components to be deployed to a
specific node.
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Figure 7-22 Differences Between Standard and Composite Template Usage




Consider a use case where composite templates create a more simplistic
deployment capability; in this case, multiple platform types are in use. The
use of the composite templates increases the reusability of templating code
due to the nuances of variation between one platform and another.

Note

To properly deep-dive into templates within Cisco Catalyst Center,
we recommend evaluating existing templating information in the
GitHub repo at https://github.com/kebaldwi/DNAC-TEMPLATES.
This information is from one of our talented colleagues, Keith
Baldwin. In this repository, you can find labs, tutorials, and sample
code for templates, EEM scripts, and REST API collections that
cater to wired and wireless use cases.

Bouncing Interfaces

During the Plug-and-Play process, on switches, VLAN 1 will be used as the
default entry VLAN for the Plug-and-Play process to initiate. While this
configuration is very helpful for the initial onboarding of the device, it may
not be the final and target configuration that is desired for the deployment.
Often, during the provisioning phase, a change of VLAN identifier is
desired to allow an onboarded device to transition between a temporary
VLAN and IP address allocation toward a static IP address allocation that
links up with the rest of the network infrastructure. Upon conclusion of
Plug-and-Play, this change also results in the device initiating the HTTPS
communication channel using a different update-source interface.

This action through the use of a template configuration—similar to what is
shown in Example 7-4—ensures that the new interface that is configured
for the management of the system (often a loopback) will conclude the PnP
onboarding process and become the resultant management IP address
within the PnP server.

Example 7-4 Interface Bounce Template

interface Vlanl


https://github.com/kebaldwi/DNAC-TEMPLATES

shutdown

!

<Further Template Content>
!

interface Vlanl

no ip address dhcp

no shutdown

Programmability-Based Deployment

Within service provider and enterprise environments, it is becoming more
and more common to see customers decide to use DevOps principles from
the software development world and apply them to the network. The use of
NetDevOps and Infrastructure as Code (IaC) provides network operators
with options that can represent a reduction in expenditure, stability, and
time to deliver in a world where physical networks are often perceived as
the block in expedient service deployment.

An example of how a programmability approach can be used to achieve the
deployment of composite Plug-and-Play templates is shown in Figure 7-23.
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Figure 7-23 An Infrastructure as Code Approach to Composite Templates with Catalyst
Center

Although this book does not focus primarily on this area, some of the
programmability-based tasks that are relevant to speeding up and building a
secure and resilient deployment through programmability are covered in the
following section.

For a deeper dive into these topics, we highly recommended Model-Driven
DevOps by Steven Carter and Jason King (Addison-Wesley Professional),
Network Automation Made Easy by Ivo Pinto (Cisco Press), and



Automating and Orchestrating Networks with NetDevOps by Ivo Pinto and
Faisal Chaudhry (Cisco Press).

Using Direct API Calls to Claim Devices

Many customers are beginning to shift their operating procedures toward an
Infrastructure as Code approach, which has been very common in the
cloud/hyperscaler world. Although using APIs instead of the GUI can, at
times, be perceived as the most complicated way to achieve things, the use
of direct API calls opens the door to automation at scale and an ability to
build out functions that could be linked into more complex activities in the
context of business process automation. For example, these activities
include linking in with billing systems, or updating and informing
customers of an activation via a chatbot on applications like Webex Teams,
Slack, or Microsoft Teams.

In the context of onboarding, Figure 7-24 to Figure 7-28 show the execution
steps performed using the Postman application.

The following steps outline how to use APIs for Plug-and-Play onboarding
activities for an AP.

Step 1. GET

/dna/intent/api/vl/onboarding/pnp-settings
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Figure 7-24 GET PnP Onboarding Overview

Figure 7-24 provides an overview of Plug-and-Play settings,

detailing information such as the EAP type for the AP onboarding
flows.

Step 2. POST

/dna/intent/api/vl/onboarding/pnp-device/import
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Figure 7-25 Import Device into PnP

The API post in Figure 7-25 is used to import a device to be
claimed, including mandatory (red) and/or optional (green)
information such as

* Hostname

* Serial Number

* Hardware Model (PID)
* Site Name

* AP Name

* Custom Image

The response ID (not depicted) is used from the API call in Figure
7-27 for ssubsequent actions.

Step 3. GET

/dna/intent/api/vl/onboarding/pnp-device
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Figure 7-26 Verification of Imported Devices into PnP

Verifying imported PnP devices by using a GET call in Figure 7-
26, you can get a view of all imported devices. This includes all
possible Plug-and-Play devices.

Step 4. POST

/dna/intent/api/vl/onboarding/pnp-device/site-claim (claim

Reference source not found.7)
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Figure 7-27 Claiming Imported Devices via API

To claim imported devices, you can use the Site ID and devicelD
in Figure 7-27 to claim an imported device.

Step 5. GET

/dna/intent/api/vl/onboarding/pnp-device
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Figure 7-28 Post Claim Verification

You can verify the status of a claimed device via this API call, as
shown in Figure 7-28.

The state that 1s viewed within the output transitions from
Unclaimed to Provisioned.

API states associated with PnP are

* Unclaimed
* Planned

* Onboarding
* Provisioned

* Errored

Claiming Devices Using Ansible

Ansible has become a key tool in the toolbox for network architects who are
starting the journey toward automation within their environments. Through
its use, within a very short period of time, you can derive value by
providing an abstraction between code and scripts, without the need to be a
programmer.

In the following sections, we will explore how to use Ansible as a means to
perform the claiming operation. This 1s done using the existing Meraki and
Catalyst Center SDKs that exist within Ansible Galaxy.

For the deployment of Catalyst Center[nd]based Ansible playbooks, you
can use the following collection. At the time of writing, the repository was
well maintained:

https://galaxy.ansible.com/cisco/dnac

Issues identified with the repo should be raised via GIT—not through the
Cisco Technical Assistance Center.


https://galaxy.ansible.com/cisco/dnac

Customer Use Cases

Throughout this chapter, we have described Plug-and-Play as a means to
allow organizations to reduce the time it takes to deploy, roll out, and scale
their environments in a structured manner. When coupled with automation,
this approach can lower overhead and potentially reduce the margin of error
for deployments.

The following sections describe two customer use cases, where Plug-and-
Play and its corresponding tools have helped organizations reduce the time
to value through its deployment.

Large Banking Customer: Pan-Africa
Deployment

If you are familiar with the Catalyst 9000 Series switches, you may have
observed a bright blue light on the top left corner of the device (see Figure
7-29). This blue LED was deployed in the C9K with the intention to allow
lab and implementation teams who are in a remote server rooms to be able
to find a switch in a rack while the operator may be remotely making
changes. This capability has saved countless network deployments from
having cables pulled out on the incorrect switch.

To activate this light, you can execute the hw-module beacon slot 1
command from the enable mode CLI of a switch. The off syntax will
deactivate this feature.



Figure 7-29 Blue Configurable Beacon on a Catalyst 9300 Series Switch

By now, you are probably thinking, Why we are talking about the blue LED
for locating a switch in a chapter that is focused on Plug-and-Play? The
reason here 1s quite simple: Although this LED can, and should, be used for
the intention that was described earlier, it doesn't have to be used only for
this purpose.



In 2024, Cisco Professional Services (CX) team members were engaged in
a project with a large banking customer based in Africa. The customer had
branch locations all across the continent and was at the beginning of
evaluating how it could begin a networkwide refresh. One of the customer’s
challenges was the lack of skilled personnel in some locations that were
able to configure a router or a switch. In some places where the customer
had branches, the locations were not particularly safe, which made the
existing skilled workforce reluctant to travel to support upgrades and
migration activities. IT activities in many of these sites were often handled
by an IT manager, who was a jack-of-all-trades, responsible for many
activities beyond just IT within these locations. To address this challenge,
the customer’s executives turned to Cisco for support in finding a solution.

The Cisco team took a look at the topology requirements for these branch
sites; they were all connected via a Cisco SD-WAN solution. For the end-
to-end network to function, the SD-WAN C-Edge devices needed to
connect the wide area network and establish BGP peerings with the new
branch routers to bring the network into service. To achieve these actions,
several steps needed to take place. A failure in one of the steps would result
in the branch not being configured.

To deploy the branch, the team came up with a simple flow diagram, which
detailed how the state of the location should look and which steps would
need to be involved in the respective execution.

Step 1. Provision a temporarily routable IP range on the C-Edge in VPN
43.

Step 2. Configure an IP Helper address on the Layer 3 interface of the
routable range.

Step 3. Configure a DHCP server pool for temporary addressing,
including Option 43 to point to the PnP server (in this case,
Catalyst Center)

Step 4. Preconfigure a day zero template on Catalyst Center, including a
conditional ruleset for LED activation upon BGP peering being
established.



Step 5. Preclaim a serial number and device to location, allocating the
correct location.

Following these steps, the key network systems were primed for the arrival
of new switches to be installed in their remote sites.

Example 7-5 shows a copy of a similar day zero PnP script that was used
for the onboarding (written in Velocity).

Example 7-5 Plug-and-Play Script for LED-Based Signaling

|
event manager applet catchall

event cli pattern ".*" sync no skip no

action 1 syslog msg "#[[$ cli msg]l#"

!

event manager applet

event syslog pattern " $BGP-5-ADJCHANGE: neighbor.* Up"
action 1 syslog msg "C-Edge Connection ESTABLISHED - VPN 43 Manua
action 1 cli command "hw-module beacon slot 1 on"

!

ip routing

!

hostname S$HOSTNAME

!

interface Vlanl

shutdown

!

vlan 43

name INFRA VN VIA SDWAN

!

interface Vl1an43

ip address SLOGICAL VLAN43 FIAB 255.255.255.252

no shut




interface LoopbackO
ip address S$LOOPBACKO 255.255.255.255
!
interface GigabitEthernetl/1/1
description UPLINK TO CEDGE
switchport mode trunk
switchport trunk allowed vlan 2-4094
!
ip http client source-interface loopback 0
!
ip ssh source-interface loopback O
!
router bgp 65001
bgp router-id $SLOOPBACKO
bgp log-neighbor-changes
neighbor $BGP_UPSTREAM NEIGHBOR remote-as 65002
neighbor $BGP UPSTREAM NEIGHBOR update-source vlan43
!
address-family ipv4
network SLOOPBACKO mask 255.255.255.255
neighbor $BGP UPSTREAM NEIGHBOR activate
exit-address-family
!
interface Vlanl
no ip address dhcp
no shutdown
!
no event manager applet catchall
!
do hw-module beacon slot 1 off
|

end




Upon deployment of the first site, the customer operations team waited
eagerly to see if the installation of one of the new devices took place
without a hitch. To their surprise, the first branch had new equipment come
online without intervention, with a call from the branch that the blue LED
light had turned on, which could be confirmed by the operations team.

Global Deployment: Large-Scale Enterprise
Deployment

The Cisco CX team members also worked on another large global
deployment. This time it was for a global enterprise software company that
was 1n the process of deploying 400 sites globally using LISP-based SD-
Access, connecting a wide area network globally using SDA-Transit, which
allows for overlay tunneling using VXLAN between sites, maintaining SGT
and virtual network information. This customer decided for this approach
for global deployment as a simplistic means to ensure that it can maintain
the requisite end-to-end microsegmentation and macrosegmentation given
that it was connecting to a third-party SD-WAN solution that didn’t
properly support maintaining TrustSec, which would have severely limited
security posture globally.

With a broad global deployment, the customer used a mix of SD-Access
Fabric sites that were deployed using LAN automation, and other sites that
were connecting extended node devices, which utilize Plug-and-Play
onboarding to provision into the fabric network.

The flow for such devices usually is relatively straightforward:
1. Boot up in factory default mode and launch the PnP agent.

2. Receive a DHCP or DNS address with viable PnP server information
(as described earlier).

3. Contact the PnP server via HTTP.

4. Wait to be claimed and onboarded (or automatically onboarded for
supplicant based extended nodes (SBEN5s).



In the scenario for this specific customer, the onboarding process would
never complete. Instead, the customer observed a three-way TCP handshake
between the Catalyst Center Plug-and-Play server, but the connection failed
as soon as HTTPS TLS negotiation began, as shown in the packet capture in
Figure 7-30.

No. Time Source Destination Protocol Lengtr|Info
5 5.891516 10.27.109.226 10.20.14,196 TCe 64 30511 = B0 [SYN] Seq=0 Win=4128 Len=h MSS=536
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Figure 7-30 Packet Capture of Broken PnP Flow

Initially, the team troubleshooting the problem thought that the problem
could be an MTU issue and started checking the path MTU between the
extended node switch and Catalyst Center. To the team’s surprise, the MTU
was well within range, and not the source of the issue that the team had
initially hypothesized. Looking into other avenues, the team started to look
into two other areas that could have been causing the problem: a potential
firewall rule blocking the communications or a potential routing issue.

Using the CLI commands on the switches and routers in the network, the
operations team followed the exact path of the communications hop by hop
using the show ip cef exact-route command to understand the forwarding
flow. This exercise was performed in both directions, from source to
destination and from destination to source. What this exercise revealed to
the team was unexpected. Whereas the routed path to the wide area network
was normal, leaving the branch site where the new extended node was
planned to be onboarded, the return path from Catalyst Center to the
extended node was traversing the global fabric network, being transported
in VXLAN, from the main hub site, rather than directly over the WAN
using the global OSPF routing instance.



Looking deeper into this issue, the team identified that this routing scenario
came into play as a result of some incorrect summarization activities
performed within the WAN, which made the hub LAN site more attractive
to reach the extended node branch location in Munich than actually
traveling over the wide area network. Although asymmetric routing is not
always desirable, because it makes troubleshooting and operational
continuity more difficult, it shouldn’t be the actual reason for the Plug-and-
Play process to not be working properly.

Now that the team properly understood the path, more in-depth
troubleshooting was needed at a packet level. To troubleshoot these sorts of
problems, it is important to understand the state of the packets in flight, at
each hop throughout their journey. While this is not always feasible over a
wide area network that is managed by a managed service provider or
service provider, it should be possible within your own network.

In this scenario, we are looking at the topology shown in Figure 7-31.
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When tracking each of these hops, we can see the payload of the traffic
intact for most of the way. On the TX path from extended node to Catalyst
Center, everything looks good. On the return path, it also looks fine, even
over the wide area network on the CE router, indicating that the wide area
network is not the culprit. What is interesting to see, however, is that
between the CE and the fabric in a box (FIAB), certain packets are missing.

Figure 7-31 Topology Displaying Asymmetric Routing

Initially, Cisco team members supporting the customer were confused.
When they looked between those two devices, nothing appeared to be
amiss. When they looked in CDP also, the neighboring device clearly could



be seen and showed up as connected over Gig 1/0/1, but the packets were
not making their way to the FIAB. After the Cisco team spoke with the
customer’s WAN team, they indicated that it might be a good 1dea to check
with the security team again. Although they confirmed that their systems
didn’t have any rules blocking this sort of traffic, they had been known to
have firewalls that operated in Layer 2 mode, and it would be good to
confirm if one of these devices exited in the segment at the branch between
the CE and FIAB.

After Cisco team members spoke to the customer’s firewall team, they
confirmed that they did indeed have a third-party firewall on that segment
and wanted to take a closer look at the behavior now that they could
confirm a difference in the packets between the two points. To their
surprise, they identified that the packets were being dropped, but not by a
standard rule, which they would expect; this explains why they didn’t see
any issues in the past. The packets were being dropped as a result of the
asymmetric packet path; rules on the firewall resulted in the packets being
silently dropped. Upon removal of that configuration, the team attempted
the PnP process again, and this time, it worked successfully.

While this is not an everyday problem, it does raise a few important points
in terms of steps needed for troubleshooting.

* When you’re looking into differences in packet captures, it is always
best practice to capture as close to the source and destination in
parallel as possible (with synchronized clocking)

* Once captures have taken place, move in step by step until you can
identify the last hop where the packet flow was intact.

Summary

Plug-and-Play represents a key tool in onboarding network infrastructure
today in modern networks. Through the use of certificate-based validation
and claiming authorization, devices are considered “untrusted” until such a
point that they are authorized and onboarded into the network. Modern
processes with Plug-and-Play provide a reliable means to scale up and



deploy networks in smarter and more efficient ways, which are being more
heavily adopted by Cisco customers around the globe.



Chapter 8. Routing and Traffic
Engineering

In this chapter, you will learn the following:

* How to select an underlay routing protocol and understand its
benefits and drawbacks

* How simple traffic engineering could make network more efficient
and predictable

* How to secure routed networks

* How to operationalize an organization by ensuring less complexity
but more flexibility in the routing architecture

Overview

The evolution of computer networks is one of the largest and fastest
technological advancements in history. Even with the growth of power in
computers and advancement of microprocessors, networks still have the
upper hand. Today, all applications and hardware are built with one core
element in mind: the need to communicate. This communication could be
either within a contained system or information accessed from the cloud.
There is always a need for an Internet Protocol (IP) packet to be sent out
from a device at all times in today’s electronics.

Let’s look at the highlights from Cisco’s Annual Internet Report, as of 2023:

* There are 5.6 billion users actively using the Internet; that is nearly
66 percent of the global population.



» The number of devices connected to the Internet is 3.6 devices per
capita; that is, for each person on the planet, there are 3.6 devices
connected to the Internet.

* Many of the systems today are self-reliant and do not need human
intervention; consequently, machine-to-machine (M2M) connections
grew to 50 percent in 2023.

* The consumer segment will have nearly 74 percent of total device
connections, with the business segment taking the remaining 26
percent. This number is staggering considering the use of smart
homes, mobile devices, and many more daily consumer electronics.

* Over 70 percent of the global population was connected via mobile
by the end of 2023.

The numbers in these highlights from Internet reports are staggering.
Networks are evolving fast. The proliferation of the Internet of Things (IoT)
has been a significant driver of this growth, with more and more devices
such as smart home gadgets, wearables, connected cars, and industrial
sensors coming online every day. With three times as many devices as the
population of planet, the need to access information and communicate is
crucial. Computers are individual components, but networks are connected
systems, comprising massive clusters of computers and other electronics.
Networks need to cater to all types of devices.

A better part of the success of today’s highly resilient networks is due to the
immense thought put into the design of routing traffic by employing a
proper routing protocol strategy and traffic engineering. Routing protocols
are crucial. Using the right one at the right place can make a network highly
resilient and self-healing in the event of any outages. Similarly, traffic
engineering goes hand in hand with routing protocols that provide
optimization in the network and how all the connected and redundant links
are utilized, increasing resiliency, efficiency, and better return on
investment.

In a world where everything is connected, everyone—from enterprises,
service providers, and residential users—plays a role. If you are connected
to the Internet, you are the Internet. This global connectivity brings out



good and bad people alike because they are all after the same goal: learning
how the available information can be used for their own gain—regardless of
whether it is good or bad. Take a pause and think about how this approach
impacts the whole security and trust with what task someone is achieving
on the Internet. For almost all humans, when they access the Internet on a
daily basis, security is not top of their mind. Humans need to see things
tangibly to see whether they are protected. When a human sees seat belts,
warning signs, fences, or doors, for example, they relate those things to
safety and security. In the cyber world, users don’t see those things, and
hence, they don’t realize how much personal information is being made
available to the general public. Just a simple “lock” icon on a website
assures users that they are protected. But they do not have any idea how
many years of work, standards development, and agreement between
different organizations have gone into having that icon on a website so that
users can feel safe.

How does this discussion relate to routing and traffic engineering? As the
saying goes, we are as strong as our weakest link. If we look at the OSI
layer, security cannot be applied on just one layer. It has to be applied
across the stack. Just securing an application or putting a firewall in place
does not make a network secure. There are a lot of moving parts, and all of
those parts need to be considered. Layer 1 through Layer 7 are all
important. Each layer has its own security model that can be scaled in
various forms, and for the discussion in this chapter, let’s concentrate on the
Layer 3 aspect of it.

Routing is an essential part because it is what gets the network global. This
is the first layer that extends beyond a local rack or broadcast domain,
connecting different cities and the world. At the time of writing this chapter
in October 2024, based on the IPv4 and IPv6 CIDR report, there were
984,244 (539,436 aggregated) IPv4 prefixes in the Internet routing table
and 218,782 (10,980 aggregated) IPv6 prefixes in the Internet routing table.
This 1s a massive number because each of these publicly routable prefixes
will have thousands of endpoints. Securing access to them is another big
challenge. Let’s look now at what is involved in routing and traffic
engineering security.



Routing

Routing has evolved over time. Just like how you need to know the route of
your destination, today people rely heavily on the Global Positioning
System (GPS) to route them to their destination in the most efficient way
regardless of whether or not they have the route memorized. The old way of
depending on an atlas is almost nonexistent. The dynamic information that
comes in real time in terms of traffic conditions, road closures, construction,
and so on is crucial for everyday commuters so that they can adapt and
change course as necessary. These course corrections do not happen often,
but knowing when to make them makes all the difference.

Similarly to human commute routing, the routing of packets in networks
has also evolved. Computer networks have become vast and complex, with
thousands of nodes in an enterprise network. Every bit of the detail in terms
of network congestion, outages, and routing table changes is important in
making meaningful decisions so that the end user experience is as seamless
as possible. Today, if we look at a global network, hundreds of outages are
happening every minute, and they also recover quickly as well. Mostly, all
of this information is completely transparent to people due to the way
routing and traffic engineering have been designed. Today, service
providers are able to provide 99.999 percent (Five 9s) in their service-level
agreements (SLAs) to customers at premium pricing, and the customers can
also understand that in some businesses, network downtime is directly
proportional to loss of business revenue. Predictability is paramount, and
eliminating network outages and downtime is one of the most important
variables in today’s modern networks.

These highly efficient and resilient networks have multiple layers. Just as
the saying goes—“Choose the right tool for the job”—using the correct
routing mechanism in conjunction with redundancy and resiliency is an art
that every network architect strives for. Just as with the evolution of people
commuting, tools like static printed atlases, maps, and printed directions are
obsolete, and over time, many of the legacy routing protocols have also
been deprecated through evolution. Protocols such as the Routing
Information Protocol (RIP), Interior Gateway Routing Protocol (IGRP), and
Policy-Based Routing (PBR) have been completely deprecated or replaced
by newer protocols.



Now let’s look into the routing protocols and see how each of them has a
role to play in a network and how they are suited for different network

types.

From a software-defined networking point of view, most of the routing is
divided into two main parts: underlay routing and overlay routing. Routing
protocols are used to build the foundations of the network that can converge
fast, whereas in the overlay part of the network, it is built for multitenancy,
traffic segmentation, and scalability. It is like a fabric that can be stretched
in layers on top of the network underlay. This potent combination of
underlay and overlay networks, which can be all configured by some form
of controller, is what modern networks are built of. This allows us to

decouple transport and service. Figure 8-1 illustrates the concept of a
modern SDN.

Application Layer

APl | Northbound Interface
| |

- SON Controller

Network Device Network Device Network Device

Figure 8-1 Modern SDN



Next, we will look at routing protocols differently compared to the
traditional view. Having an overview of what protocols are used for the
purpose and how we bridge the networks and overlays is crucial in
understanding the ultimate goal of what they are serving.

Underlay Routing Protocols

A modern software-defined network has many layers to make it more
resilient and secure. There is a data plane, control plane, policy plane, and
management plane. All these planes work in conjunction with each other to
provide the most robust of SDNs. This is not a new concept; we have been
using this method for decades. With the evolution of technology and the
ability to manage devices more effectively, we are seeing more software-
driven architectures. Always be mindful of the fact that networks don’t
change overnight. It is not just a simple software upgrade on a server and
you’re up and running the newest features and abilities. On average, the
refresh time for most networks 1s about 5[nd]6 years. It is not about getting
maximum return on investment (ROI) on the network, but rather the
complexity of the migration to a new technology. Networks are operating
24x7x365. Taking part of the network down is not easy, and because all
devices are connected, you cannot just upgrade one device with new
technology and leave everything else alone. A lot of planning takes place.

Here is one of the critical predicaments that every network owner faces:
Take network downtime for an upgrade and add services or keep the
network up and running OR don’t be agile at deploying new services and
leave the network as is. As the number of applications riding over the
network has grown, there has been a huge requirement for networks to be
agile. This need has changed the perspective on how we manage and
maintain networks. One theory is that the SDN architecture was inspired by
how large service providers manage their networks. Their networks were
among the first ones that were highly scalable, agile, and serviceable. By
using a multilayer approach on their networks, they were able to build a
robust underlay architecture that decoupled from the overlay service
architecture. This enabled them to continue with their routine device
maintenance and also add new customers and services to the network on
demand. Since most service providers have their own network management



tools, they were—in some shape or form—using a software-driven network.
The network being described here is Multiprotocol Label Switching
(MPLS). By running multiple routing protocols, separation in the data
plane, control plane, and policy plane was achieved. The management plane
was achieved via automation tools.

Knowing the benefits of a separate data plane, control plane, and
management plane in service provider networks, organizations began
developing this type of fabric-based architecture for data center, campus,
and WAN domains. Networks were not simple monoliths with single
routing planes anymore. With the use of virtualization technology such as
virtual routing and forwarding (VRF), on top of the underlying transport
layer, the possibilities became endless. To this date, there are developments
on how these virtual networks can be stretched to various sections of the
organization’s network.

All this change is possible because of robust underlay networks. For a
network manager in an organization, it is difficult to balance network
uptime and serviceability at the same time. The highest network uptime is
achieved when the convergence of the network is fastest—subseconds. This
can happen only when the network is routed. All Layer 3 links can converge
fast and can incorporate advanced features like bidirectional forwarding
detection (BFD). However, enabling routed networks up to the access layer
is not efficient in terms of VLAN stretching. In a large organization or a
massive building, there are multiple intermediate distribution frames (IDFs)
across a given floor, and to ensure there is seamless Layer 2 connectivity
for users, devices, and wireless roaming, it might not be possible to have
Layer 3 up to the access layer. Here, the power of the overlay comes into
play. Similar to a service provider’s MPLS networks, the overlay networks
can be offered on demand and usually do not have any impact on other
overlay networks riding the same physical network device. This
combination makes the network so versatile that, today, underlay and
overlay networks are the norm for any network domain—whether data
centers, campus, WAN, cloud, or security.

Underlay networks are usually built using any dynamic routing protocol.
The ultimate objective of the underlay network is to provide high
convergence capability with seamless failover. You cannot build a highly



effective underlay network on nonredundant links. Hence, it is implied that
redundancy is paramount for the underlying network to converge, because
if the underlay fails, the overlay is sure to fail as well.

In today’s resilient campus networks, the underlay can be built using any
routing protocol—from static to BGP based. These protocols are not ideal,
but depending on the scenario, they may work as well. But be mindful of
why such protocols are needed. In most cases, static and BGP routing
protocols are extremely rare. Static routes played a major role in small
networks. Usually, they have been used to point to a default gateway and, in
some cases, as a backup of dynamic routes in the form of floating static
routes. In today’s networks, besides a default gateway for a stub network,
they are not used extensively. BGP is a powerful protocol; however, it was
designed for the large-scale Internet and not for the campus network. It is
slow to converge, and extreme fine-tuning is required for it to be fast
converging. It defeats its own purpose at that level. Hence, modern IGPs are
perfect for underlay networks. Service providers tend to rely on the
Intermediate System to Intermediate System (IS-IS) routing protocol as
their underlay because it provides a massive scale benefit. Enterprise
networks, on the other hand, do not reach the scale limit that often, so it is
not used. Also, there is a skill issue to address. Most enterprise network
engineers and administrators are not familiar with the IS-IS routing
protocol, so they have to rely on something fundamental and basic to
achieve the underlay routing. Today’s network controllers, such as Catalyst
Center and Application Policy Infrastructure Controller (APIC), provide
automated underlay provisioning, so it is an easy choice to use a scalable
IS-IS routing protocol in the underlay.

Next, let’s look at some of the most common routing protocols that build
today’s underlay networks.

Enhanced Interior Gateway Routing Protocol (EIGRP)

Enhanced Interior Gateway Routing Protocol is one of the fastest
converging routing protocols out there. It is Cisco’s proprietary routing
protocol, which implies it works with Cisco’s routers and switches. This
protocol is an “advanced distance vector” protocol using Diffusing Update
Algorithm (DUAL) that takes many attributes of a network into account



before deciding on the best path. It is an enhancement of the Interior
Gateway Routing Protocol (IGRP) and is designed to be more efficient and
scalable. EIGRP uses a composite metric formula to calculate the best path
to a destination. The composite metric is based on several factors (K
values), including bandwidth (K,), delay (K,), load (K3), reliability (Ky),
and maximum transmission unit, or MTU (Ks). However, the default

EIGRP metric calculation primarily uses bandwidth and delay:
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As you can observe, this protocol can be highly tuned to build efficient
network routing.

Metric = [(K1 X BW +

Some of the key features of EIGRP are

* Efficient Use of Resources: EIGRP uses bandwidth and processor
resources efficiently.

* Rapid Convergence: EIGRP quickly adapts to network topology
changes, which minimizes downtime.

* Loop-Free Operation: EIGRP uses the diffusing update algorithm
(DUAL) to ensure a loop-free routing environment at every instant.

* Support for Multiple Network Layer Protocols: EIGRP supports
IPv4, IPv6, and other network layer protocols.

* Classless Routing: EIGRP supports Variable-Length Subnet
Masking (VLSM), allowing for more efficient IP address allocation.

Next, let’s look at the top reasons why EIGRP is used as an IGP in large
organizations:

1. Scalability: EIGRP can handle large and complex network
topologies, making it suitable for large enterprise networks.

2. Efficiency: It uses incremental updates rather than periodic updates,
reducing the amount of data that needs to be transmitted across the
network.



3. Flexibility: EIGRP can be used for both IPv4 and IPv6 networks,
and it supports multiple topologies and routing domains.

4. Robustness: EIGRP's DUAL algorithm ensures quick convergence
and minimizes the impact of network changes, contributing to the
stability and reliability of the network.

5. Load Balancing: EIGRP supports unequal-cost load balancing,
allowing traffic to be distributed across multiple paths with different
metrics.

EIGRP is very efficient; one of its key attributes is always having a feasible
successor route instantly available, making it the fastest converging routing
protocol. Using the concept of autonomous systems, networks can be built
using mapping to BGP’s autonomous systems. When the routes are
distributed from one routing protocol to the other, EIGRP uses different
administrative distances (ADs) for those routes so that it can trust what was
learned through its internal peers within an autonomous system more than
external networks.

EIGRP is one of the most common routing protocols to be used in all Cisco
networks for small-to-medium sized businesses. Also, when it comes to
dynamic multipoint virtual private networks (DMVPNs), this is the best
choice because it scales well with small branch networks. One of the
features of this protocol—Stub—becomes an ideal choice for remote
branches because they are, in most cases, not transit sites.

With its fast convergence, BFD support, and also dual-stack capabilities,
EIGRP is a suitable routing protocol for the underlay. A lot can be done
with the EIGRP routing protocol; however, we will focus on three main
components that make it suitable to be an underlay routing protocol and
also highly resilient and scalable.

Redistribution

In a large network fabric-based network, redistribution of routes between
routing protocols is inevitable. In the case of IGPs, the prefixes will be
redistributed into and out of BGP at most times. (We will discuss BGP later
in this chapter.) EIGRP has different metric values for redistribution. This
helps with the trust factor, because routes that are learned from an EIGRP



are always more trusted than the ones that are learned from other routing
protocols. That makes sense because EIGRP will not have any control or
influence in how other routes are treated in other protocols. This scalable
design can be deployed right out of the box.

The administrative distance for internally learned routes within EIGRP is
90, and on the routing table, it is denoted as “D” routes. Any routes that are
redistributed from other routing protocols have an administrative distance
of 170 and are denoted as “D EX” in the routing table. Now, there is also a
third administrative distance that 1s used for summarization, and that value
is 5. Since summaries are noted internally, they are still denoted as “D” in
the routing table. If we keep these hierarchy and administrative distances in
mind, by default, EIGRP comes with a package that is highly scalable
without the need for additional tuning. This also makes it highly resilient
because all the out-of-the-box features ensure faster convergence and better
troubleshooting with limited maintenance.

Routing Policies

Another piece of the puzzle in increasing efficiency is routing policies.
Historically, EIGRP was a classful protocol. All the prefix advertisements,
regardless of the size of the prefix, were advertised as classful. For
example, if the subnet for a remote site is 10.1.1.0/24, when it is advertised
out via EIGRP, by default, EIGRP would summarize it to 10.0.0.0/8 and
advertise it across the WAN. This could create a massive issue because if
there are 10 sites with 10.1.1.0/24 to 10.1.10.0/24 subnets, respectively,
each site will advertise 10.0.0.0/8 by default. This would create routing
issues with that massive summary from each site. To avoid this, the no-
summary command was added to the routing instance to stop
summarization and advertise specific prefixes.

Another bit of tuning to increase efficiency and resiliency of this routing
protocol from an underlay perspective is to pair it with the BFD protocol so
that it can converge faster and not have to wait for default routing protocol
timers to detect a link as being down. BFD can detect a link failure in under
a second. When a link 1s detected as being down, BFD will trigger an
upper-layer IGP to inform its status, and IGP can quickly converge to a



secondary route. This would work very well for EIGRP because it always
has a feasible successor route ready to be deployed.

Scale Considerations

EIGRP can handle large-scale networks. Because it is a distance vector
protocol, it does not need to know the full topology and perform the best
path calculation based on that. This makes it an ideal choice for the
underlay protocol. However, if there are non-Cisco switches or routers in
the autonomous system, this protocol will not work. It is best suited for
campus LANs because it has very high chances of a single-vendor
environment and the IGP domain is also small.

OSPF

Open Shortest Path First (OSPF) is a link-state protocol. Different from the
EIGRP, which is an advanced distance-vector, with link-state, OSPF has a
bird’s-eye view of the network. OSPF uses the Dijkstra algorithm to
calculate the best path for the destination prefix. Before making a decision
on where to send the destination traffic, it calculates the path from an
overall topology perspective. This capability makes it very versatile. Also,
OSPF is an Internet Engineering Task Force (IETF) standards-based routing
protocol, implying that it can work with any vendor’s networking
equipment. In large enterprise networks, the networks are complex. In most
cases, they have an organizational policy in place to not deploy proprietary
systems, especially the ones making key decisions. The reason is to prevent
the network from getting compromised or having to perform a massive
overhaul in the event of lack of support. In this case, OSPF becomes a
much easier choice to deploy.

The metric of OSPF is cost. The formula for cost is

Reference Bandwidth

Inter face Bandwidth

When the OSPF routing protocol was drafted in the late 1980s, the
maximum available bandwidth was significantly lower than what is

Cost =




available today. At that time, the maximum available bandwidth was 10
Mbps (10 Megabits per second) for Ethernet, 4 or 16 Mbps for token ring,
and T1 lines were merely 1.544 Mbps. Hence, the reference bandwidth in
the formula and all of the cost of the router were taken as 100 Mbps to
future-proof the protocol cost calculation. However, today, where 100 Gbps
(100 Gigabits per second) is normal, if we were to take the same old
formula, the cost of 100 Mbps and 100 Gbps would result in just 1. Hence,
to ensure the correct cost is configured and acknowledged across the
network, today, it is recommended to change the reference bandwidth of all
the OSPF routers to the highest capacity link in the network. This ensures
that the correct cost is referenced across the network and that traffic takes
the most optimal route.

OSPF is dual-stack capable, similar to EIGRP. However, unlike EIGRP,
where both IPv4 and IPv6 routing processes run under the single EIGRP
process, OSPF has to create a new process instance for each protocol stack.
This brings up the discussion of resiliency and scalability concerns. OSPF
networks employ the concept of areas, and all router links are part of an
area. Due to OSPF’s link-state nature, when a network event happens, every
router that is part of a particular area needs to run the Shortest Path First
(SPF) algorithm to ensure everyone has the correct outbound interface for
their destination. This calculation becomes processor intensive with a
network of hundreds of nodes and probably thousands of prefixes. Hence,
architects divide the network into smaller areas that are typically mapped by
regions or sites. All these smaller regions must be connected to Area 0,
which is the backbone area. This ensures a proper hierarchy in the network
design, and all the core node of an organization can be part of Area 0,
connecting to different regions of the network.

To define a resilient network, a proper OSPF hierarchy is crucial. Similar to
EIGRP, OSPF has a concept of a stub area that is usually configured for
small stub sites that do not transit any through traffic. This design helps
with better resource utilization and predictable convergence. It also prevents
a site from accidentally becoming a transit site. Fine-tuning the OSPF
network is critical because any misconfiguration could have a catastrophic
effect. The OSPF protocol can be tuned in many ways to increase its
efficiency for the part of the network for which it is configured.



Now, let’s look at the three fundamental parameters of OSPF and how can
they be tuned for resiliency for underlay networks.

Redistribution

OSPF is a classless protocol. Hence, any network advertisement, by default,
will advertise specific subnets. This is consistent with the entire OSPF
routing domain, regardless of the OSPF area. Similar to EIGRP, OSPF has
different route types. By default, all intra-area routes are denoted as “O” in
the routing table. All inter-area routes are denoted as “O [A” routes. When
the routes are redistributed from an external routing protocol into a normal
area, they are denoted as “O E1” and “O E2.” By default, all redistributed
routes are E2, and they have a fixed default cost of 20. Regardless of where
that route is propagated, its cost will remain the same. E1 routes, on the
other hand, have a variable metric. During redistribution, a seed metric 1s
inserted, and every time that route is advertised further in the network, the
cost of that link is added. This enables true cost across the network and is
helpful when routes are propagated across the larger part of the network.
There is also a special use case of stubby areas that are configured so that
the particular area cannot become a transit for the traffic. When a
redistribution is done in this area, it implies that an external network is
connected to that area, and that area is “not so stubby.” Hence, similar to E1
and E2, those routes will show up as “O N1’ and “O N2.”

Regardless of the route types of OSPF, the administrative distance of the
routing protocol is 110. So the decision factor for the best path selection is
not made based on the administrative distance, but rather by OSPF route
type. In order of preference, the route selection is as follows:

1. O: Intra-area routes

2. O IA: Inter-area routes

3. O E1: OSPF External 1

4. O E2: OSPF External 2

5. O N1: OSPF NSSA (Not So Stubby Area) External 1
6. O N2: OSPF NSSA External 2



OSPF networks can grow very large and it is crucial to carry the true cost of
the path across the network, so it is highly recommended to have a higher
seed cost for the redistributed routes and ensure those route types are
redistributed as type 1 (O E1). For small underlay networks where the hub-
and-spoke topology is not being built, OSPF is widely used as the preferred
protocol.

Routing Policies

Due to the link-state nature of the OSPF routing protocol, it needs to be
aware of the entire OSPF topology of the network; it does not matter how
big the network is or how many areas it has. One of the benefits of this
protocol is that if a network event occurs in a different area, the full SPF
calculation does not take place for that prefix. Since it knows what the exit
points of the area are, it will do a partial SPF calculation and ensure that the
path to that area border router (ABR) 1s accurate. This type of architecture
also poses a larger issue of route summarization. Unlike EIGRP, where
route summarization can be done on an interface level, OSPF route
summarization can only be done at the area border routers. Consequently,
designing the right size areas and having proper summarization are key in
keeping the prefix churn to a minimum.

OSPF uses a concept of tags for its prefixes. It is highly recommended to
tag the prefixes coming from an area, an external protocol, or a specific
region so that if any route manipulation needs to be done, it can be done by
matching the tag values. This is a highly versatile way to allow and/or deny
prefixes from one area to the other, as well as from one routing protocol to
another. This 1s a 32-bit field, and it is all numerical.



By default, in most of the routers, the reference bandwidth is set to 100
Mbps. If the network where OSPF is deployed has more than 100 Mbps
links (today’s networks will definitely have that), it is highly recommended
to change the reference bandwidth for that OSPF domain to be higher to
represent an accurate cost across the network. Also, be mindful of the fact
that the gap between the lowest speed link and highest speed link is not too
great, because the OSPF cost can go to a maximum of 65,535, and after
that, the route prefix is deemed unreachable. For example, if a corporate
LAN or data center has at least 100 Gbps links and if there is some remote
site with a bandwidth of 1.544 Mbps (T1 line), changing the reference
bandwidth for the entire OSPF domain to 100 Gbps will result in that
remote site not being reachable because the formula,

100,000,000 ) ..
e = 66,6606, results in more than 65,535. This is an extreme

scenario but highly likely if proper planning is not conducted while defining
routing policies.

Lastly, BFD is another way to make the OSPF-based underlay network
converge very fast. With subsecond detection, OSPF can converge in an
instance and not rely on its default timers for the convergence. There is a
way to converge OSPF in subseconds natively as well, but that method is
too CPU intensive. Hence, BFD becomes a better choice in addressing that
situation.

Scale Considerations

From a scale perspective, OSPF can be scaled for small-to-medium-size
networks, but it is not recommended for large networks. The amount of SPF
calculation that is done for all the prefixes and OSPF’s nature to be aware
of the entire topology does take some processor cycles. It is recommended
that you have no more than 100 nodes in an OSPF area. OSPF is useful for
a campus location but needs to have a BGP-like protocol that can be
redistributed in to break that large domain and reduce the prefix churn. All
the newer fabric-based architectures follow similar principles for having a
good-size scale right out of the box.

With an increase in interface bandwidth and 100 Gbps being the norm
today, fine-tuning the reference bandwidth becomes crucial. Being able to



upgrade an old OSPF-based network to newer standards requires highly
methodical planning.

IS-IS

The Intermediate System to Intermediate System (IS-IS) routing protocol is
also a link-state protocol similar to OSPF but is highly versatile and
scalable. It is a connectionless network service protocol, which means it
was designed to route not only IP but also non-IP traffic. There is no
dependency of IP addressing when this routing protocol is configured, so it
can route and also dampen the transport prefixes from advertisements. IS-IS
is similar to OSPF: Both are link-state protocols, need to be aware of the
entire topology to make routing decisions, and employ the concept of areas.
IS-IS, however, has a much less complicated area structure with only two
types of areas: Level 1 or Level 2, with Level 2 being the higher or
backbone area.

Instead of links being in an area like OSPF, in IS-IS, the entire router is an
area. By default, a router is configured as both Level 1 and Level 2. It can
be specified manually if either area is desired, and it 1s recommended that
you select one area for better efficiency. IS-IS requires less configuration
compared to other routing protocols. Due it its connectionless nature and
low maintenance, it is highly desirable in service provider networks. Almost
all of the service providers have IS-IS as their IGP routing protocol, with
MPLS VPN, and BGP running on top of it. IS-IS has many inherent
capabilities, such as setting a maximum overload bit, which will enable a
router to advertise all of the prefixes with the highest metric. This is a
graceful way of taking a router out of the majority of traffic forwarding so
that network maintenance can be carried out easily.

Historically, this protocol is not very well known because it was mainly
deployed on service provider networks, and this protocol suite was not
available on standard IOS images. Enterprises resorted to EIGRP or OSPF
as their routing protocol of choice because they are easily understandable
and do not require major tuning right out of the box. Today, with controller-
driven architectures, IS-IS 1s making its way into enterprise networks
because most of the configuration and tuning are handled by network
controllers such as APIC and Catalyst Center. So, by default, technologies



such as Application Centric Infrastructure (ACI) and Software-Defined
Access (SD-Access) build their fabric architectures with IS-IS as their
underlying routing protocol.

Because today’s networks and, most importantly, fabric-based networks
have identical links across the entire infrastructure due to their use of equal-
cost multi-path (ECMP), IS-IS works out to be the best protocol. The reason
is that, by default, it uses default cost for each interface. There is no
calculation of a bandwidth or a complex formula. Each interface is given a
cost, and a route to the destination i1s summation of all the interface costs in
its path. This approach is highly simplified and especially good when the
underlying infrastructure uses similar capacity and a proper hierarchy. Also,
with capabilities such as its connectionless network service, it does not need
an IP address to form a peering relationship with other routers. This makes
it robust and efficient with a single- or dual-stack operation working in
tandem.

Next, let’s look at three main categories to understand how this protocol can
be most efficient and robust for underlay networks.

Redistribution

In the IS-IS routing protocol, there are two types of redistribution: internal
and external. Internal redistribution occurs between different IS-IS areas.
Level 1 areas are considered to be more stub in nature, whereas the level 2
area 1s considered as a backbone. You should always ensure all areas are
connected to the level 2 area and that the level 2 area is contiguous. Any
break in that would result in undesired IS-IS topology. By default, all Cisco
routers are programmed to run both IS-IS areas under the IS-IS routing
process. This means that each IS-IS router will establish two peering
relationships with adjacent routers: on level 1 and level 2 areas. This
approach is inefficient because running two different subprocesses for the
same topology is not ideal. Hence, it is highly necessary to make sure all
the routers are configured with the proper IS-IS hierarchy and that the
routing process be changed to address and reflect the correct area level. For
the area border routers (ABRs), they must take part in both areas because
they need to peer with IS-IS level 1 routers on the stub side and IS-IS level



2 on the backbone side. All the backbone routers, unless they are ABRs,
should be configured only as level 2 routers.

In the normal IS-IS topology, level 1 routers have access only to prefixes in
their own area and default routes to the other areas and backbone. On the
other hand, level 2 routers, since they are backbone, have all routing
prefixes because they connect all the other areas. This is natural because to
increase efficiency, you do not want to advertise all the prefixes in the stub
area if their exit is only two ABRs. So, by default, IS-IS does a good job in
maintaining the proper hierarchy and ensuring the right prefixes go in the
right area.

There are two main use cases where you would want to advertise
nonstandard prefixes to either levels and deviate from default settings:

1. Level 1 to Level 2: By default, all level 1 route prefixes are injected
into level 2. This is good from an SPF calculation perspective
because it does not do full calculation in terms of prefix flap;
however, all those prefixes are still in the Routing Information Base
(RIB). If the IP addressing follows good standards, it is advisable to
summarize the prefixes going to the level 2 area from level 1 to
reduce the routing table entries.

2. Level 2 to Level 1: By default, only a default route is allowed in to
a level 1 area from the ABR. There might be a requirement for any
specific application or overlay tunnel that may need a specific IP
subnet or a /32 loopback IP to form that tunnel. In this case, at the
ABR, a route-map with that specific prefix can be advertised into
level 1 besides the default route to achieve such a purpose.

External redistribution is standard when it comes to IS-IS. It uses the seed
metric from any protocol, and from that point onward, it calculates all the
links to the destination because that prefix goes into the IS-IS routing
domain. It is advisable to use some form of route-map to control that prefix
advertisement for better security, even if it comes from a trusted network. If
a major event occurs, that route-map provides an instant place to add
problematic prefixes in the prefix-list and quickly block them. There are no
different administrative distances or metrics for external protocols into IS-
IS.



Routing Policies

The IS-IS routing protocol, similar to OSPF, needs to be aware of the entire
topology. Despite the fail-safes built into the protocol, a few considerations
must be considered. A few features can be enabled to improve efficiency
and resiliency on this protocol:

* Route Aggregation: As discussed in section on IS-IS redistribution,
route aggregation can be configured on the ABRs to reduce the
routing table size and also to improve convergence and performance.
For this feature to work effectively, you need to ensure that the [P
address design and hierarchy are done properly. This way, you avoid
the risk of a prefix being black-holed by a route summary and losing
network connectivity or pointing to a wrong part of the network.

* Route Filtering: Similar to route aggregation, route filtering can
also increase efficiency. This efficiency is in terms of the number of
prefixes that are reduced from one domain. Route filtering helps with
fewer SPF calculations in the event of prefix flaps and also
conserved memory.

* Topology Hiding: IS-IS employs a neat feature to not advertise
connected or transport links. This massive feature can provide huge
benefits. Essentially, because point-to-point connections between
routers or switches in the underlay just help with movement of
packets and not a destination, IS-IS can hide them. This means that
the main IP addresses, such as loopbacks and any other management
IPs, are advertised normally. In a scenario with 50 switches
connected to 2 distribution switches, a total of 100 links and point-to-
point IP addresses are configured, and these are usually /30 or /31.

* Tags: IS-IS tags are another key element that can be attached to a
specific set of prefixes as they move around in the network. When
you use these tags, it becomes easier to apply routing policies across
different IS-IS routers.

Scale Considerations

The IS-IS routing protocol provides massive scale advantages. Due to its
efficient nature and simplified configuration, it comes with significant fine-



tuning right out of the box. With OSPF, the recommendation is to have
about 100 routers in an OSPF domain, whereas with IS-IS, this can be
thousands. Hence, IS-IS is a protocol of choice for service providers due to
their span nationally and, in many cases, globally. This protocol can scale
and provide a robust backbone for the MPLS network.

Overlay Routing Protocols

In the preceding sections, we looked at the resiliency and effectiveness of
underlay routing protocols and how they build a solid foundation of any
network infrastructure. Underlay routing allows subsecond convergence and
ease in taking down a device for maintenance, whereas overlay routing
offers a feature-rich fabric that can be isolated to provide additional services
on demand. With a combination of these two protocols, this is a dream
come true for any I'T management team that can provide business continuity
with the latest on-demand features.

With traditional networks, the control plane, data plane, policy plane, and
management plane are almost monolithic in nature. Each device is
configured and managed individually to make sure all of these objectives
are achieved. The moment that you need macrosegmentation, you need to
come up with separate routing planes on all devices that are simply not
scalable across the hundreds of devices in the network. Additionally, this
increases processing on the devices because multiple instances of the same
routing protocol might be needed, and one of the most important issues is
the downtime of the network when a device needs to be taken down for
maintenance.

The overlay routing protocol works on the fundamental principle of packet
encapsulation. Essentially, to route a packet over a routed infrastructure,
you need to encapsulate a packet in such a way that it is transparent to the
underlying network until it reaches its destination. For that to happen, a
packet basically needs to be “tunneled” from its source to its destination,
and the source and destination devices need to be fully capable of
encapsulating and decapsulating the packet effectively. Figure 8-2
illustrates the packet encapsulation for IPsec. The basic idea here is to
tunnel the traffic from the source to the destination without any device in
the middle being aware of the original traffic. This feature has been used for



decades, such as the IPsec VPN and GRE tunnel. These are nothing but
individual point-to-point tunnels that are configured between a set source to
the set destination, and any traffic between the devices is tunneled in.

SD-WAN Data Packet
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Figure 8-2 Encapsulation of SD-WAN Data Packet
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Despite the traditional VPN technologies providing encapsulation and
decapsulation over a large network, these point-to-point tunnels are not
scalable, and also if they are not configured properly, they can have massive
consequences in terms of network routing and convergence. Organizations
need to develop a proper thought process to have them scale and be more
effective in configuration management. Hence, when overlay benefits
needed to be leveraged for large-scale networks that needed isolation and
stretching across various devices, this overlay concept needs to be broken
down into four major parts: the control plane, data plane, policy plane, and
management plane. Each plane provides a set amount of control and
scalability that can be used in conjunction with the underlay networks.

Now, let’s look at some overlay routing protocols and see how they provide
the scalability and resiliency that is required. We will start with some of the
oldest protocols and move toward some modern protocols. All these
protocols will be compared against all four planes—control, data, policy,
and management. The technologies mentioned in subsequent sections are so
vast on their own that multiple books have been written on each of them.
Hence, for the sake of this high-level discussion, we will take a 100,000-
foot view of these technologies.

MPLS-VPN

Knowledge of the term Multiprotocol Label Switching—Virtual Private
Network (MPLS-VPN)—MPLS for short—in the networking industry is as
common as breathing. MPLS was formed on the basic principles of overlay
networking to ensure that macrosegmentation is contained within a VPN



and also stretched across geographical locations. Its capabilities include
providing faster convergence, inserting on-demand service, and leveraging
advanced features of routing protocols. Today’s service providers not only
use MPLS-VPN for Layer 3 routing and segmentation but also for other
layers. With services like the Virtual Private LAN Service (VPLS),
pseudowire, and effective optical layer convergences, MPLS has become a
feature-rich technology that can not only scale but will last for years to
come. Let’s look at its four important aspects.

Control Plane

The control plane of the MPLS-VPN network is built using Border
Gateway Protocol. With advanced BGP policies and attributes,
macrosegmentation is configured to provide routing table separation and
extension capabilities. BGP’s multi-address family capability provides per-
VRF routing segregation and also redistribution of customer-facing routing
protocols into a single instance of the routing protocol on the service
provider side. One of the main reasons for MPLS being successful is that,
regardless of what routing protocol an organization is running in its
network, the service provider can always take that routing protocol and
redistribute it into BGP. This provides simplicity and ease of management
for the entire infrastructure. The edge routers on the service provider
network known as provider edge (PE) have the most complex configuration
because it connects with many service providers customers and could
potentially have tens or hundreds of VRFs. All of that macrosegmentation is

handled by BGP.

Today, because BGP accessibility is common across enterprise networks,
most customers prefer to have their service provider peering via BGP than
any other routing protocol. This further simplifies the network on the
service provider side and gives proper network control on the end consumer
side.

Data Plane

The data plane of the MPLS VPN networks is built by the Label
Distribution Protocol (LDP). LDP is considered a Layer 2.5 protocol
because it does not have an attribute of Layer 2 or Layer 3 protocols.
Essentially, MPLS has a label that is like a shim that is inserted in the IP



packet and is transported across the vast service provider network. These
labels are numerical values that identify a specific prefix and/or customer
network. BGP, in conjunction with LDP, takes these labels to the next level
and basically creates a multilabel packet that is transported across the entire
network. The outer label provides per-hop transport to the intended
destination, and the inner label provides identification of the end VPN,
which is used by a remote PE router to know which VRF this packet
belongs to. Using labels for packet forwarding eliminates service providers
running BGP in their backbone to increase efficiency, performance, and
convergence. Label convergence is very effective, and with the help of the
fast reroute (FRR) feature, a stand-by route can be ready to go in the event
of a node or a link failure. Service providers charge an additional premium
to have link or node protection for their customers and increase their SLAs.

Policy Plane

For the policy plane in MPLS-VPN networks, the BGP routing protocol is
used. Since MPLS-VPN is a transport protocol and no actual end users
connect to it, there is no need to have a high level of endpoint-based
security deployment. All traffic coming in to the MPLS network is transit,
so the policies in this case are purely to ensure that one customer’s routers
and prefixes are not leaked into another customer’s network. These policies
are maintained and audited on a regular basis to ensure data isolation is
maintained.

Management Plane

MPLS-VPN has been around for decades. With the evolution of the
protocol’s features, the management of this protocol has also changed to
more of an automation-driven approach. Since service providers have more
than one router type and vendor, usually orchestration tools such as Ansible
and Terraform are used to build automated networks for their customers and
manage the network. This method ensures serviceability and, most
importantly, reduces the human-error element that can take down a network.
Most service providers have their own scripts that take the addition of a
new VRF or a circuit for a customer and automatically provision it across
the network.



BGP-EVPN

Border Gateway Protocol—Ethernet Virtual Private Network (BGP-EVPN)
is a powerful overlay protocol that is designed for data center environments.
Data centers have unique requirements compared to service provider IP
transport networks. Besides providing transport to the different applications,
BGP-EVPN needs a low-latency network and also a stretch fabric. The
virtual servers are connected to the network, and they also need to be
moved from one physical server to another for maintenance. A major Layer
2 connectivity requirement needs to be met. With data centers spread into
racks and rows, today’s modern data center architecture follows the CLOS
architecture—spine and leaf. The CLOS architecture provides the utmost
scalability, with spines being the backbone that connects all the leafs, which
are top-of-rack (TOR) switches. All servers connect to leafs, and each leaf
provides one hop connectivity to another leaf.

As the name suggests, Ethernet Virtual Private Network is an extension of
the Layer 2 network across the data center. Despite BGP-EVPN providing
very efficient Layer 2 services across the data center, it also has feature-rich
Layer 3 services that are able to extend outside of the data center as well.
With its multitenancy capability, the data center can be segmented into
small virtual networks or tenants, and any traffic that is leaving outside of
the data center can take the Layer 3 network handoff.

Recently, BGP-EVPN has evolved into enterprise campus networks as well.
This solution is compatible with campus switches as well, so for many
organizations, especially where they have an on-premises data center,
extending that BGP-EVPN fabric into the campus becomes a much better
choice. This provides a natural extension of their data center
macrosegmentation into the campus.

One of the major differences between MPLS and BGP-EVPN is the ability
of the BGP-EVPN to provide microsegmentation as well. The data plane
mechanism used in this solution has the ability to carry macro- and
microsegmentation information within the data packet itself. This capability
is crucial because in this fabric, unlike MPLS, hundreds of endpoints are
connected instead of routers transporting traffic. These endpoints are in the



form of servers or applications in the data center or end-user devices if
BGP-EVPN is chosen to be deployed in the campus network.

Next, let’s look at the four main components of this solution.

Control Plane

The control plane of BGP-EVPN is provided by the BGP routing protocol.
All the devices in the network need to run BGP—from the border leafs to
the edge leafs. The BGP routing protocol uses the L2ZVPN EVPN address-
family and builds the peering relationships with all the BGP running
routers. Since the nature of the BGP is to have full-mesh peers, for large
networks, the spines in the network run the route-reflector feature to limit
the number of BGP peerings between each of the devices. This improves
the performance significantly.

BGP is a memory-intensive protocol because it is designed to store a large
number of prefixes in the routing table. In this solution, BGP needs to be
aware of all the prefixes that are in the overlay so that it can provide the
most direct and shortest routing. The BGP-EVPN uses a push model for its
control plane. This means that each switch needs to be aware of every
single prefix in the overlay virtual network. Any changes, such as addition
or removal of an endpoint, will be pushed to the entire fabric and all of the
switches to ensure they are all aware of the full topology. This is not a big
problem when BGP-EVPN is used in the data center, because in most cases,
there is not too much churn in terms of prefix moves from servers. They are
mainly set and usually move only when they are under maintenance.
However, when it comes to the campus side, this may create a bigger scale
issue when there are hundreds of switches and thousands of users who are
constantly roaming across the network. Constant BGP updates from
roaming users could cause a bigger churn in the network with this push
model.

One of the other notable concerns with BGP-EVPN design is the
recommended use of identical switch models across the entire fabric. This is
not a problem for the data center fabric because all the switches used are
always identical in performance. However, when it comes to campus
networks, this could pose a problem because not all switches are identical
on the access layer due to different port requirements. Some IDFs may



require stacks of switches or a chassis-based switch, whereas in some, it
might be just a single switch to provide connectivity for a few endpoints.
Having a high-performance switch to accommodate a large BGP table and
to connect a few endpoints might not be ideal in terms of cost. Hence, this
is a great solution for data center[nd]based fabrics, but it has its limitations
on the campus side of things.

Data Plane

To carry macro- and microsegmentation information across the network,
BGP-EVPN uses virtual extensible LAN (VXLAN). VXLAN is an
encapsulation mechanism that extends Layer 2 networks over a Layer 3
infrastructure. As shown in Figure 8-3, VXLAN encapsulates Ethernet
frames within UDP packets, enabling them to be transmitted over a Layer 3
routed network. This encapsulation uses a 24-bit segment i1dentifier known
as the VXLAN network identifier (VNI) allowing up to 16 million unique
identifiers compared to the limit of 4096 VLANSs in a traditional network.
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VXLAN encapsulation and decapsulation are performed by the leaf
switches in the fabric, which are also known as VXLAN tunnel endpoints
(VTEPs). VXLAN brings scale, isolation, and network resiliency into
modern networks. VXLAN is not only limited to BGP-EVPN, but the same
data-plane mechanism is used in technologies such as Application Centric
Infrastructure (ACI) and Software-Defined Access (SD-Access).

Transport of critical information, such as macro- and microsegmentation,
over a data packet is highly efficient instead of relaying that information
through control plane mechanisms. With control plane-based information,
the device’s processing power is reduced as it increases the load on the
processor. When the same information is embedded in the data plane, it
reduces the processor overload, and the critical information is passed all the
way through the transport network to the end device, which makes the final
decision on decapsulation and forwarding the original packet to the end



device based on the applicable policies. This method, despite reducing the
load on the overall transport network, has one drawback: Since the final
decision regarding the packet forwarding is made on the final leaf
connected to the endpoint, the flow that needs to be dropped will not be
dropped until it reaches the destination. Policy enforcement is at the egress
instead of ingress of the fabric.

Policy Plane

The policy plane on this solution can leverage all the benefits of VXLAN
encapsulation. However, because the control plane is BGP based, Layer 3
policies are controlled via the BGP routing protocol, and all
microsegmentation policies can be controlled via security group tags
(SGTs) at the leaf layer. Cisco TrustSec can be leveraged to conduct
microsegmentation across the network, but, by default, it is not used in
many BGP-EVPN deployments. The following mechanisms are used in the
policy plane for BGP-EVPN.

* Route Policies: These policies use a combination of route-maps,
prefix-lists, and community attributes that are used in BGP for route
manipulation.

* Control Plane Mechanisms: BGP features such as route reflectors
and confederations are used for better propagation of prefixes. BGP
attributes can be used for path preference.

* Network Segmentation: VRFs and VNIs are used for routing plane
separation. Having different routing planes for different business
units, tenants, or functional parts of the networks is vital for
leveraging the same underlying network infrastructure for scalability
and efficiency.

* Security Policies: Network access control lists (ACLs) are used to
allow or deny traffic in and out of an interface.

* Automation and Orchestration: Various network automation tools
can be used to dynamically add, modify, or remove policies based on
triggered events. This can help with scale and eliminate some
management overhead.



Management Plane

BGP-EVPN is not a controller-driven technology. Some simple rules need
to be followed when BGP-EVPN needs to be configured, and these rules
can be automated using custom scripts or workflows. Hence, the
management plane of BGP-EVPN can be deployed in the following ways:

1. Manually using configuration commands on all the switches

2. Automatically by leveraging Ansible playbooks, Terraform
providers, or custom scripts

3. Controller specific to device models, such as Nexus Dashboard
Fabric Controller NDFC) for Nexus switches and Cisco Catalyst
Center for Catalyst 9000 series switches

Using these mechanisms, you can configure and manage BGP-EVPN in an
organization’s network.

SD-Access

Cisco SD-Access is a fabric-based architecture designed for campus
networks. It is a highly scalable, fully orchestrated, and intent-based
networking solution. SD-Access is configured and managed by Cisco
Catalyst Center and is designed to be run and operate on Cisco’s Catalyst
9000 series switches, wireless LAN controllers, and access points. Although
Cisco Catalyst Center can manage a variety of platforms, for this section,
we will focus on the SD-Access component.

SD-Access has similar characteristics to BGP-EVPN in terms of fabric-
based architecture. It is designed to be more efficient and addresses some of
the major drawbacks that are part of BGP-EVPN and with the additional
benefits of an integrated wireless architecture. It uses Locator ID Separation
Protocol (LISP) instead of BGP.

Now, let’s look at its four main components to see how it is an effective
solution for campus networks.



Control Plane

In SD-Access, control plane functionality is provided by LISP, which is a
highly scalable protocol and also the IETF standard defined in RFC 6830.
LISP’s scalability comes from the protocol’s capability to reduce the size of
the routing table by separating IP addresses into endpoint identifiers and
routing locators. LISP employs the concept of map server and map resolver
(MS/MR). These components can be a single device or separate devices that
can provide scalability. MS is responsible for receiving and storing the
endpoint ID (EID) to routing locator (RLOC) mappings, and MR is
responsible for answering the queries from the routers and providing them
with the mapping entries. For SD-Access, MS/MR functionality is
combined in control plane nodes of the solution. Basically, this functions
like a Domain Name System (DNS). Just like a computer queries a DNS
server for the location of an IP address of a URL or system name, when a
router or switch part of the LISP network needs to reach a destination, it
queries an MR, which in turn queries the appropriate map server to find the
mapping of the end device (EID) and where it is located—the RLOC. Once
the router or a switch receives that mapping information, it will then build a
LISP tunnel, where an original packet is encapsulated into a LISP header
and sent to the destination router. This is the default and native behavior of
the LISP routing protocol.

In the case of SD-Access, LISP is used only for the control plane function,
and its data plane is not used at all. This modification is what makes SD-
Access a viable solution for campus networks. Unlike BGP-EVPN, which
is a push model, where all devices need to be aware of all the prefixes at all
times, LISP works on a pull model. Here, end devices only need to know
about the prefixes they need to communicate to. Hence, it becomes more
efficient because the entire routing table does not need to be downloaded
onto the end device. This overcomes a major hurdle in the BGP-EVPN
fabric in the campus, where there can be multiple switches with different
performance levels in the fabric, and they will cache only in the prefixes
they need to communicate to, with an ability to time out some entries when
they are not used for a long time.

For an SD-Access solution, LISP has been tweaked a little bit to allow
better handling of roaming and mobility. When it comes to wireless



networks, LISP becomes very effective because it provides an ability to
decouple the control and data planes of the wireless traffic. All the wireless
control traffic traverses via the CAPWAP tunnel to the wireless LAN
controller, and all the data traffic gets offloaded directly from the access
point to the edge node. This is a massive boost in terms of performance
because high-speed and high-capacity data traffic now gets directly
offloaded to the switch instead of being backhauled to the WLC. Wireless
essentially becomes an extension of the wired network, where it can even
share the same subnet between wired and wireless endpoints if required.

Data Plane

The data plane of SD-Access is exactly the same as that of BGP-EVPN. It
uses VXLAN encapsulation to transmit data from one edge node to the
other. We covered benefits of VXLAN in the “BGP-EVPN” section; please
note that the benefits are identical with an exception on how security and
wireless work.

We know that VXLAN can embed macrosegmentation in its packet header.
This is covered by VNID. In SD-Access, Cisco TrustSec provides a fully
integrated microsegmentation strategy that can scale across an entire
campus fabric. With integration of Identity Services Engine (ISE) in this
solution, dotlx can be enabled on every switch port of the edge node, and
by leveraging Cisco’s TrustSec, a security group tag can be assigned to that
endpoint. This SGT can be propagated in the VXLAN tag along with the
VNID to have a unique identity for that endpoint across the network. This is
a crucial point to consider because SD-Access 1s designed for campus
networks where a multitude of endpoints constantly roam and have different
signatures. Having network access control (NAC) embedded in the solution
makes the network really secure. Once the endpoints are classified and
tagged in the SD-Access fabric, by default, they are free to communicate
and roam in the same VRF. However, when the TrustSec matrix is
configured by creating secure group access control lists (SGACLs), each
endpoint can be allowed or denied communication with other endpoints
even if they are in same VLAN or same switch. This security mechanism
takes enhancing security in the network a step further. Here, endpoints
(printers, badge readers, sensors, and so on) can all effectively be placed in
a single VLAN, and using SGACLs, direct communication between these



types of devices can be blocked. An SGACL can be configured so that
printers can communicate only with print servers, badge readers with the
security system, and sensors to the building management system. The
possibilities are endless.

When it comes to wireless, all the fabric-enabled access points build a
Layer 2 VXLAN tunnel with the upstream switch so that they can send all
the traffic from a particular VLAN to that switch under VXLAN
encapsulation. Once the packet reaches the edge node, it will decapsulate it,
perform any policy application, and then decide if the packet needs to be
dropped or needs to be forwarded to a local or remote location using
VXLAN encapsulation. When it comes to roaming, when an endpoint
moves from one access point to another, the switch sees WLC, and the
switch will communicate with the control plane of the SD-Access fabric to
update their EID-RLOC mapping to another switch. This move is seamless,
and traffic is built and tunneled across the network more seamlessly.

Policy Plane

The policy plane for SD-Access is Cisco TrustSec. ISE is a major
component of the solution to provide complete secure design. ISE is not
mandatory to use the SD-Access fabric. Any NAC solution can be used, but
that will not allow you to use all the microsegmentation features of SD-
Access. Microsegmentation in SD-Access means using TrustSec. All of the
security policies can be controlled via ISE, where authorization rules that
classify the endpoints are built. These endpoints can be profiled and
postured, matched with a specific condition such as device type or
operating system, and then assigned a VLAN and SGT. ISE passes the final
authorization information to the switch, allowing the endpoint to access the
network based on the defined policy. These policies are centralized, which
means they can be created once and can be applied to all SD-
Access[nd]enabled sites.

The TrustSec matrix is passed on to all the switches by ISE as well. These
SGACL policies are dynamic and instantaneous, not part of the switch
configuration. When these policies are created, they take effect immediately
and help with networkwide control of communication between different
devices.



The SGACL policies can also be propagated to Cisco’s Firepower Threat
Defense (FTD) firewalls and Palo Alto firewalls. These next-generation
firewalls are able to understand VXLAN tagging and can look into the
packet header to identify their SGTs and enforce policies based on the
TrustSec matrix.

Management Plane

The management plane of the SD-Access solution is provided by Cisco
Catalyst Center. This is a single plane of glass that contains comprehensive
workflows to design, provision, and manage one or more SD-Access sites.
This management plane does not require detailed network configuration as
if you were to build a running configuration of all individual switches in the
network. You need to specify IP pools and intend to deploy them with the
right security policy, and Catalyst Center will build the configuration for all
the switches and routers in the fabric site and deploy them automatically.
Catalyst Center can also be used for management of all the switches in
terms of software upgrades and troubleshooting.

An additional benefit of Catalyst Center is providing assurance of all
network devices, endpoints, and traffic. It has Application 360, Device 360,
and User 360, which provide comprehensive statistics. In Application 360,
Catalyst Center indicates how each application behaves in the network and
its performance within the fabric. In Device 360, it provides statistics about
the device and users connected to the device, along with the type of traffic
flowing through the device. With User 360, it gives a fingerprint of all the
users, indicating how many devices they have in the network and what
types of applications they are accessing and their performance. This
solution provides a single pane of glass for campus networks that can be
scaled within a region or across an enterprise.

ACI

Cisco Application Centric Infrastructure (ACI) is a comprehensive fabric-
based data center network solution. ACI is an alternative to the BGP-
EVPN-based solution, addressing many drawbacks. The goal of ACI is to
simplify, optimize, and accelerate the deployment of applications through a
comprehensive framework of automating network resources. ACI integrates



software and hardware effectively to provide a scalable solution or data
center network. It is highly modular and driven by a centralized policy
framework. The centralized policy defines and enforces set business rules
across the network, ensuring consistent application performance and
security.

Application Policy Infrastructure Controller and all the underlying switches
work in unison to drive application performance in the data center. Similar
to BGP-EVPN, ACI uses a CLOS framework of spines and leafs to build
the underlying infrastructure. The IS-IS routing protocol is the underlay
routing protocol of choice.

Control Plane

ACI uses Council of Oracles Protocol (COOP) to communicate mapping
information, such as location and identity to the spine proxy. This is, in
function, similar to LISP in SD-Access. Here, instead of a dedicated control
plane node like in SD-Access, ACI spine switches are considered a source
of truth. A leaf switch forwards endpoint address information to the spine
switch, which is referred to as “Oracle,” using a zero message queue
(ZMQ). One of the major roles for COOP is to ensure that spines maintain a
consistent copy of endpoint addresses and location information. It also
maintains a distributed hash table (DHT) repository of endpoint identity to a
location mapping database. From a security standpoint, COOP data path
communication prioritizes secured connections, and it uses the MD35 option
to protect messages from malicious traffic injection.

With COOP ensuring that all endpoint data is consistent across all spines,
giving high priority and secure communication to its data path, and
providing MD35 authentication support, it becomes highly scalable and
modular. This can create a complexity in management; however, all the
configuration and management workload is handled by the APIC, making it
easier to use.

Data Plane

Similar to BGP-EVPN and SD-Access, ACI also uses VXLAN
encapsulation in its data plane. We have already covered the benefits of
VXLAN from a macrosegmentation perspective. From a



microsegmentation perspective, VXLAN provides the endpoint group
(EPG) capability in ACI. EPG is a logical grouping of hosts known as
endpoints that have common policy requirements, such as security, virtual
machine mobility (VMM), QoS, or Layer 4 to Layer 7 services. Similar to
SGTs in SD-Access, EPGs enable you to manage endpoints as a group
rather than individually manage them. This capability improves scale and
performance. Each EPG belongs to a bridge domain (BD), and traffic
communication between the same EPG is not blocked by default. Any
communication between different EPGs is blocked by default from a
security perspective. This is where contracts are created to allow specific
traffic between different EPGs.

ACT’s EPG and SD-Access’s SGT use the same segment ID bit in the
VXLAN header. This makes connecting the two fabrics easier. ISE can be
used as a moderator to keep track of SGTs and EPGs. With SD-Access and
ACI integration, the traffic is passed from one domain to another using a
VXLAN data packet, and contracts can be created in their respective
domains to allow or deny communication between them.

Policy Plane

The largest component of the policy plane in ACI is contracts. These
contracts are used to allow or deny communication between different EPGs.
These contracts usually follow business justification on what type of
communication is allowed between the EPGs. These policies are deployed
via APIC in a centralized fashion.

At a very high level, the policy plane abstracts complex network
configurations into high-level policies that reflect business and application
requirements. This abstraction simplifies network management by allowing
administrators to focus on what a network should achieve instead of how it
should be configured.

Management Plane

Configuration of ACI in the data center is handled via an APIC controller.
The controller and switch configuration can be fine-tuned to be configured
with zero-touch. When the set of switches is booted up, the APIC controller
discovers the devices and configures all relevant underlay and overlay



configuration automatically. Today, ACI has evolved to a stage where APIs
are used to configure entire data centers via automation. APIC is highly API
capable. With automation and large-scale device onboarding to granular
policies, everything can be configured via APIs. The user interface is robust
and can be easily integrated into an organization’s CI/CD pipeline. All the
work from building the fabric to automated upgrades can be taken care of
by the APIC controller and can be automated by leveraging their APIs.

SD-WAN

Cisco Software-Defined Wide Area Network (SD-WAN) is a fabric-based
solution for the WAN domain. The WAN was one of the first domains to
embrace overlay technologies. With service providers providing MPLS as a
standard, when Internet circuits became cheaper and with higher bandwidth,
many small-to-medium-size businesses started to leverage the Internet for
their site-to-site communications. Since the Internet was not secure and
NAT blocked direct client-to-application access, the IPsec VPN was used to
build site-to-site point-to-point tunnels. This provided a simple but very
effective way to connect a few remote sites. For large organizations, they
needed diversity. They needed SLAs and the stability of private MPLS-
based circuits, but when they started to have hundreds to thousands of
locations in their network, maintaining redundancy with dual MPLS
connections became very expensive. So, they opted to utilize one Internet-
based circuit as a backup or employ traffic engineering to use Internet
circuits for bulk and less mission-critical traffic. This method started to
prove more effective, but scale and management were still issues. This is
when dynamic multipoint virtual private networks (DMVPNs) were
introduced. DMVPNs used multipoint generic routing encapsulation (GRE)
tunnels to establish connectivity between the sites, essentially giving
MPLS-like network connectivity over Internet circuits.

With DMVPN providing MPLS-like backup connectivity, a more advanced
software-driven solution named Intelligent WAN (I-WAN) was developed
by Cisco. [-WAN was able to leverage DM VPN with performance routing
(PFR) to identify traffic type and intelligently route over either MPLS or
Internet circuits instead of relying on simple source or destination prefixes.
This solution lacked an automated control plane until Cisco acquired a
company called Viptela that provided a more robust solution with a



centralized controller to deploy software-driven WAN. Today, SD-WAN is
widely used in enterprise networks to provide scalable WAN fabric over
any kind of transport. It is transport agnostic. Whether a transport is MPLS,
Internet, wireless, LTE, or 5G, it does not matter. SD-WAN will form
dynamic tunnels and give secure connectivity to all the sites.

Next, let’s look at the components of SD-WAN and understand its inner-
working at a high level.

Control Plane

SD-WAN’s control plane is built using the Overlay Management Protocol
(OMP). This proprietary routing protocol is similar to BGP. There is a good
similarity between SD-WAN and SD-Access in terms of logical operation.
Similar to the SD-Access control plane nodes, SD-WAN has Catalyst
Controller (formerly vSmart) to provide control plane functionality. In this
case, Catalyst Controller functions as a route reflector to ensure all the edge
routers have the right centralized and local policies deployed on them.
Having central control and policy enforcement is crucial to securing the
WAN and provide the utmost scalability.

This control plane is first formed by connecting all the transports to SD-
WAN and establishing dynamic secure GRE tunnels over each of the WAN
transports. Once the WAN edge router is discovered and onboarded to the
fabric, these tunnels are formed, and based on the transport preferences,
routing policies are injected in the routing table, preferring one transport
over the other for each type of traffic. On top of this, SD-WAN has
multitenancy; therefore, multiple business units or functions can be
configured with their own unique policy over the same WAN. For example,
in a typical corporate network, there is a trusted corporate network and an
untrusted guest network. With SD-WAN, they can both be in separate VRFs
with all trusted corporate traffic following full-mesh network connectivity
to each site, and all guest Internet traffic can be configured to be hub-and-
spoke to the central facility where it can be inspected and exited out of the
network.

For an SD-WAN to work effectively, control connections to the Catalyst
Controllers and Catalyst Manager need to be fully operational. That is the
heartbeat that keeps the WAN up and operational. WAN circuits are known



to have outages and issues because they are outside of the organization’s
control. So, in the event these circuits are down, WAN routers do not stop
forwarding or change policies; instead, they cache in some of these policies
for a predefined time and ensure traffic gets forwarded via other available
circuits as long as possible.

Data Plane

When it comes to data plane traffic, SD-WAN encapsulation uses MPLS
labels’ VPN-IDs to map VRFs. With newer enhancements, the
microsegmentation information is transmitted in MDATA header’s DATA
field. This enables SD-WAN to successfully integrate with SD-Access and
provide end-to-end identity and security across the WAN. The
encapsulation and decapsulation functions occur between two WAN edge
routers. One of the biggest benefits of SD-WAN over solutions like
DMYVPN or IPsec is that it does not need to create multiple tunnels or
routing instances over the same transport for different VRFs. If an
organization had five VRFs for their business function, with the use of
DMVPN or IPsec, there would be five DMVPN tunnels or IPsec VPN
tunnels per router to multiple sites to maintain that macrosegmentation.
Whereas in SD-WAN, there is only a single tunnel and all the VRF-based
traffic 1s isolated using MPLS headers and transported over the same tunnel
across to any site defined in the routing policy.

Policy Plane

The policy plane of SD-WAN is divided into two major parts: the routing
policy and data policy. Since SD-WAN is a transport network, similar to
MPLS, no direct end users are connected to the network. Its primary
function is to provide inter-site connectivity and transport data as efficiently
as possible.

With the routing policy, the flow of information in the control plane of the
SD-WAN architecture 1s determined. This examines the routes that are
learned and how they need to be distributed across the network. This
control policy is unidirectional and can be deployed at a list of sites in an
inbound or outbound direction that impacts how the traffic flow will be
configured. The routing policy is crucial because the data policy relies on
an effective routing policy and how efficiently traffic moves across the SD-



WAN domain. The data policy directs which type of traffic takes which
path or tunnel. This policy is applied from the service side, tunnel side, or
both.

All these policies can be deployed centrally so that the entire network has
similar function and behavior, or in some cases locally depending on a use
case and how that particular site needs to be restructured. Policies based on
traffic types like app-route, cflowd, control, data, and VPN membership can
be configured and deployed.

Management Plane

Management of the SD-WAN architecture is provided by Catalyst Manager.
This cloud-based controller manages all the WAN edge devices as well as
Catalyst Controllers. Having a single pane of glass to effectively manage
the entire SD-WAN architecture is crucial. Catalyst Manager uses the
concept of templates. Similar to creating routing configuration for all the
devices, feature templates define how each feature would look. Features
consist of interfaces, routing protocols, security, ACLs, and so on. After
these features are created, they are then grouped into something called
device templates. These device templates are platform specific.
Configuration consistency is key when managing modern fabric-based
networks. Having all the templates based on site types and transport types
makes the WAN more effective and predictable. Downtimes are more
manageable and, in most cases, completely transparent. Catalyst Manager
provides a scalable way to manage some of the largest SD-WANs of the
world, consisting of thousands of sites spread across many continents.

Traffic Engineering

So far in this chapter, we have looked at modern fabric-based architectures
and how underlay and overlay networks are built. Although these networks
address many modern business challenges and are highly scalable, they also
become highly complex. Consequently, having a controller to not only
configure required devices with the right configuration and policies but also
to effectively manage them is important. Designing an overlay may look
easy, but as we go under the layers to underlay and to physical transport, the



network may seem more complex. In most cases, there are high chances
that traffic will trombone between the same two pairs of devices more than
once. This does not create a loop in the network, because each time it
traverses, it would have a different encapsulation. Designing the network in
a way to avoid that situation as much as possible should be the goal of
every architect. Looking at Figure 8-4, as we go deeper in the layers of
multilayer architecture, we can see that the complexity increases and so
does the overhead. Therefore, there is a big requirement of the higher MTU
to be provided on the transport layer. The figure also shows constant
encapsulation and decapsulation across different network points, and some
may have more than one encapsulation, especially over the WAN.
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Figure 8-4 Multidomain Multilayered Modern Network

Traffic engineering in this environment is critical. Predicting when, where,
and how the traffic will fail is required to ensure that business service-level
agreements are met. Whether the failure is on the enterprise side or service
provider side does not matter. When a network fails, the end user or an
application i1s impacted. There may be financial transactions or some critical



health and sensor data in the network that gets disrupted, causing undesired
outcomes. We also need to take security into account when it comes to
designing optimal traffic engineering. Securing networks 1s essential
because one bad event can wreak havoc on the applications or endpoints or,
even worse, isolate networks completely, taking entire businesses offline.

Next, let’s look at some of the best practices on how to address these
challenges in a most effective manner. We will look at components that help
with most effective traffic engineering.

Network Design

A well-designed network can scale horizontally and vertically. Just like the
network of the nervous system in the human body or an effective roadway
hierarchy in a large city, designing hierarchical networks can lead to
effective and scalable networks. Networks are 24x7 and need to maintain
their standards of providing connectivity in any conditions. The higher the
layer in the hierarchy, the more critical the network becomes. From a
redundancy perspective, having up to two pairs of devices is sufficient, but
as you go up one layer in the hierarchy, a block or modular network proves
more effective than adding a tertiary device in the layer. Modular functional
blocks are able to scale in both directions and are easy to replicate across
multiple geographies. Effective network blocks and architectures can create
effective choke points where a security layer can be inserted for further
traffic inspection and enforcement. Figure 8-5 shows a multidomain
functional network that is interconnected to provide a modular architecture
that can be scaled up or down or multiplied based on the organization’s
requirements.






Figure 8-5 Multidomain Architecture

Routing Protocols

Routing protocols play an important role in terms of traffic flow. Without
them, there is no network. Earlier in the chapter, we discussed the
importance of selecting the right routing protocols and what they provide in
building a scalable underlay network. Having the right redistribution points
and proper metrics to maintain the trueness of traffic path is critical. The
adjacency of all routing protocols should be secured, and they should not be
allowed to broadcast their protocol hello packets across unused links.

Traffic Flow Analysis

After the network 1s designed and the right routing protocols are set, it’s
time to analyze the traffic. Traffic flow is important. Knowing where the
users are accessing their data from and what route a particular flow is taking
can provide great insight into capacity planning, security choke points, and
any optimization strategies. If, at a given site, there is lot of cloud
application access or Internet-bound traffic, it may be wise to leverage SD-
WAN’s Direct Internet Access (DIA) feature to offload Internet-bound
traffic locally from that site instead of backhauling to the data center.
Similarly, if an organization has purchased dedicated cloud connections
such as AWS DirectConnect, you need to make sure that all AWS-bound
traffic does not take DIA and uses cloud connection instead. All of this can
be determined from the flow analysis. For security purposes, the flow
analysis can also give important clues when a network is about to be
attacked. This happens when a traffic pattern suddenly changes and a huge
spike appears between a source and destination that is not supposed to be
there. The ability to catch this pattern and quickly act on it can save the
organization a huge amount of trouble.



Traffic Management

Understanding the traffic flow leads to several other pieces. One of them is
traffic management. Traffic management is not a big issue in enterprise
networks, but it does impact service providers and cloud networks. For
enterprises, traffic patterns are usually predictable. However, during certain
events or parts of the year, traffic can spike upward for service and cloud
providers. For example, during a major sporting event like the Olympics or
Super Bowl, or a massive world event, live streaming and social media can
spike traffic over service providers because everyone would like to watch
and be updated about the situation. Similarly, during the holidays, when
massive shopping deals are available, Internet traffic builds up on the cloud
infrastructure as providers need to scale their infrastructure to accommodate
the demands of the consumers. Looking at such historical patterns and
proactively addressing those demands or having contingency plans will help
with better traffic management and better end-user experience.

Load Balancing and Sharing

Often traffic management can be addressed by effectively load balancing
and load sharing. Networks are designed with redundancy in mind.
Redundancy means two of something, so if one part of a pair fails, the other
one can take over. Historically, legacy Layer 2 and Layer 3 protocols were
not effective in keeping networks active/active. With active/standby design,
the primary device was almost always overloaded with the workload, and
the secondary was just consuming power and was ready to take over the
load in case the primary failed. Due to high reliability of the network
devices, this failover was rare, and ROI of the investment was not realized
fully. Today, that is not the case. With modern fabric-based architecture, all
devices that load-share traffic effectively are active/active. Load sharing
refers to unequal proportions of traffic sharing that is usually defined by
flows. Load sharing occurs between network devices only and usually with
an unequal cost path to upstream or downstream device.

Load balancing is trying to distribute equal load among different application
servers. Usually, web servers or content servers have load balancers in front
of them that are receiving all the requests from the end users or clients.



These load balancers will then take those requests and distribute them to the
servers in round-robin fashion or to the server with a lower load factor.
These load balancers keep track of workload on each server so that they can
make effective decisions on where to offload new requests. In the holiday
shopping scenario, when such peak times come, enterprises have
automation and orchestration in place to spin up new servers on demand as
load increases with user traffic, and they are added to the load balancers’
pool automatically. As load decreases, load balancers start cleaning up and
reallocating traffic to free up servers that can be shut down to conserve
resources.

Quality of Service

Quality of service (QoS) has been in play for decades. QoS helps with
traffic prioritization by ensuring business-critical and time-sensitive
applications are allowed with priority in the network for better user
experience. After the traffic analysis is done, QoS policies are placed where
there 1s potential bandwidth congestion. QoS works on two parts:
classification and enforcement. First, network traffic is classified by either
IP subnet or by looking at the application. Once classified, that traffic is
marked and tagged and propagated into the network. By default, all Layer 3
traffic markings are copied across to upper layer encapsulation protocols to
maintain the classification. This classification is usually done as close to the
source as possible. Once this marked traffic reaches a congestion or
enforcement point, a policy map is configured that enforces these QoS
markings based on the available bandwidth and prioritizes the traffic. This
method has been used for decades, going back to a time when WAN
bandwidth was very low and private circuits were very expensive.
Enterprises did not want to waste expensive bandwidth for employees who
were web surfing and watching videos. Today, however, QoS is mainly used
as insurance on some critical links. One of the main reasons for this is high
reliability and high bandwidth and lower cost of Internet circuits. No matter
how much classification and marking are done, when the traffic hits the
Internet, there is no guarantee of priority. The Internet is best effort service
and follows a first in, first out (FIFO) model of traffic flow.



Bandwidth Planning, Congestion, and
Oversubscription

Today’s networks do not have the same problems of high congestion,
thanks to the cheaper and more accessible high-bandwidth Internet
connections. With standardization of the Ethernet across all media and
platforms, bandwidth has been increasing exponentially every few years.
Whereas 100 Mbps connections were normal in the mid-2000s to 10 Gbps
by 2015, in 2024, 400 Gbps connections were normal on most campus and
data center switches. Bandwidth evolution has taken QoS out of the picture,
and almost all of the switches and routers today support line rate throughput
for normal IP traffic. Back in the day, switches were oversubscribed in
terms of bandwidth, but with better ASICs and advancement in
technologies, oversubscription and congestion are things of the past. QoS
only kicks in once there is congestion. If there is no congestion, there is no
need for the QoS.

No matter how much enterprise plans to future-proof their network
infrastructure, there is an event in the world or industry that changes all of
their planning. One such event in 2020 was the global pandemic, when the
workforce started to work from home. All of a sudden, all organizations had
to come up with a plan to continue their businesses remotely. Whole
dynamics of traffic flow and pattern were shifted. There was a high demand
in residential Internet traffic, and enterprise Internet and VPN firewalls
were overloaded with thousands of employees trying to access their work
resources from outside. This situation resulted in the adoption of cloud
technologies at a faster rate that gave an ease to the bandwidth
requirements. Increasing a 1 Gbps connection to a 10 Gbps connection is
not easy because many things need to be changed—from the interface,
optics, and in some cases, the fiber itself. However, shifting some of the
important workload to the cloud helps in offloading external user traffic to
the cloud without increasing local bandwidth or at least giving some
breathing room for expansion.

Today, bandwidth planning is crucial. Historical and current traffic patterns
and traffic flows are taken into account, and higher access interfaces with
lower bandwidth caps are preferred as insurance. For example, most



Internet connections at a large site are 10 Gbps access with a 1 Gbps or 2
Gbps bandwidth cap. This ensures that businesses do not pay high costs up
front, but in the event that they need more bandwidth, they simply have to
ask their service provider to raise the cap.

Network Monitoring and Optimization

Once the traffic analysis is complete, and all management and planning are
done, it’s time for monitoring and optimization. This 1s a fairly simple task
but still an important one. Monitoring the network and application
performance can lead to optimization in the network. As businesses grow,
they will have a newer set of applications and requirements. Some may
replace legacy on-premises applications with newer cloud- and SaaS-based
applications. If an application consisted of about 15 percent enterprise-wide
traffic, as the adoption of this SaaS-based application increases, so will the
traffic shift. That 15 percent or more traffic will now start shifting toward
the Internet or cloud connections. That shift needs to be taken into account,
and optimization needs to be addressed. How the application fails over and
the traffic shifts will need to be captured from network monitoring.

The task of monitoring and optimizing the network is an ongoing cycle and
needs to be part of everyday process.

Policy and Security

Among the last components of traffic engineering are policy and security. In
the earlier underlay and overlay sections, we discussed secure routing
protocols and use of NAC, but at an overall network level, we need to
understand how to secure entire networks. There are many physical and
logical attributes related to network security. From a device perspective, the
following aspects of the network need to be secured:

* Control Plane Policing: You need to prevent the device’s processor
from being subjected to a distributed denial-of-service (DDoS)
attack, making it stop forwarding data or slow down convergence.

* Device Access: You need to use the right amount of RADIUS or
TACACS access with multifactor authentication (MFA) to ensure



only authorized users are allowed to access a device.

* Interface Protection: We recommend adding an ACL to stop taking
inbound connection requests, especially on public Internet-facing
interfaces. This prevents inbound sniffing attacks and exploit
vulnerabilities.

* Time of Use Access: After the devices are set up, they should not be
accessed with full privilege access without a change control process.
This is true for core or backbone switches because any
misconfiguration can take down a large chunk of the network.

* Security Audits and Firewall Rules: A regular audit of firewall
rules must be warranted to ensure there are no potential holes that
can harm the network and overall system.

Global Internet

One of the last bits of the traffic engineering mechanism is the global
Internet. Today, with IPv6 being adopted at a faster rate than before, almost
all organizations are able to connect directly to Internet service providers
(ISPs) and get full Internet routing tables. Direct access to Internet routing
tables 1s good, but this access can also be dangerous if not planned properly.
Internet peering is best if done with two or more ISPs. This approach
provides protection for the organization’s public IP space; in this way, an
outage on one ISP will not constitute an outage for the organization. The
routing will take care and fail over to the secondary ISP. In planning such
architecture, you must make sure that the proper route filtering and policies
are in place. An organization does not want to inadvertently become a
transit for Internet traffic. Policies need to be in place that advertise only the
organization’s own prefixes and nothing else. The organization can choose
to receive the entire or a partial Internet routing table and traffic-engineer
prefixes of one ISP over the other. Planning Internet peering, although it
may look simple, needs to be thought out carefully.



Geo-routing

Depending on compliance regulations, sometimes an organization may
want to restrict access to its applications to different countries. For example,
if a local bank does not have any branches outside of the state and does not
offer any internal investment or banking products, it may not want to allow
people from different countries to access its banking application. This is
done by geo-routing. Since the Internet Assigned Numbers Authority
(TIANA) is responsible for allocation of IPv4 and IPv6 addresses to all
organizations per region and country, the IANA maintains a comprehensive
list of IP allocations to all the countries. Organizations can use this list to
update their prefix list so that all inbound connections from restricted
countries are denied and their networks can be further secured.

Today, geo-routing is also used for streaming content. Video content such as
Netflix or YouTube uses geo-routing to publish local available content
based on the location of the user. If a user is in India, suggestions would be
provided based on that market; the process works similarly for users in the
United States with their exclusive content. To avoid geo-routing issues,
many users use third-party VPN services to tunnel their traffic through
another country and pretend to be from a different region to leverage
different content and/or access restricted applications. As networks and
technologies advance, there will be mitigations and ways to detect such
patterns.

Summary

In this chapter, you learned that routing and traffic engineering are
fundamental for scalable, resilient, and secure networks. We looked into
underlay routing protocols and their advantages and disadvantages. We also
looked at various fabric-based overlay solutions and at traffic engineering
and what components are required for traffic engineering to be useful.
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Chapter 9. Authentication and
Authorization

In this chapter, you will learn about the following:
* What identity is
* Different types of authentication methods
* Enterprise authentication (dot1x)

* How to monitor authorization of endpoints

Overview

Identity verification is a concept that has been common in society for
millennia, with one of the first-known references to an identity document
being recorded as early as 450 BC. This reference can be found in the Old
Testament’s book of Nehemiah, recounting how Nehemiah, a cupbearer to
Persian King Artaxerxes I, sought to contribute to rebuilding Jerusalem and
asked the king for letters to the governors of the provinces situated west of
the Euphrates River, guaranteeing him safe travel to Judah (Neh. 2:7-9).
This narrative is an early testament to the use of official documents for
secure passage, paralleling today’s passports.

King Henry V can likely be credited in this domain in a modern sense, with
the first passport used for travel in 1414. Since these times in history, the
ability to prove one’s identity has become a critical component of
trustworthiness verification, with identity being required for deeds of land,
verification of age, confirmation of trade certification or skill, and
permission to access or be briefed on confidential information.



Fast-forwarding to today, identity has evolved significantly from its humble
beginnings to the use of digital ledger technologies such as blockchain,
where in banking, supply chain, and certain military applications, the
technology allows for nonrepudiation.

Identity is a multifaceted concept that is defined differently across different
academic fields, typically referring to the characteristics that identify and
differentiate an individual or an entity:

* Personal Identity: An individual’s self-conception, including traits,
values, and beliefs, often discussed in philosophical and
psychological terms.

* Social Identity: Group-based aspects of identity, such as cultural or
ethnic affiliations, which are commonly explored in sociology and
anthropology.

* Digital Identity: In information technology, the information used by
computer systems to represent an external agent—for example, a set
of data that uniquely describes a person, an endpoint, or a system’s
service, as well as the means of controlling access to certain
resources within a system based on that unique data.

The inception of IT authentication dates back to the 1960s with the advent
of password usage, coinciding with the emergence of the first computers.
These initial computers were notably large, expensive, and inefficient by
contemporary standards. Their ownership was confined to a handful of
universities and large enterprises; however, demand was significantly high.
In response, academic institutions like the Massachusetts Institute of
Technology (MIT) pioneered time-sharing systems, notably the Compatible
Time-Sharing System (CTSS), to facilitate concurrent resource utilization
by multiple users on a single machine. Passwords were implemented to
avoid everyone having access to everything on those initial systems.

In modern IT architectures, the term ¢riple A—henceforth written as AA4A,
which stands for authentication, authorization, and accounting—is
synonymous with the use and monitoring of verifiable identity, providing
the right levels of privilege to access key resources. While this technology
1s not new, having first been proposed as an IETF draft in 1999, the right set



of capabilities, use cases, and scenarios related to its deployability have
evolved significantly over the years.

Within IP networks, concepts such as network access control (NAC) using
AAA capabilities to limit access to the perimeter of a computer network and
restrict lateral movement by applying access restrictions using identity
represent a strong foundation in applying the methodologies of zero trust
within organizations, as introduced in detail in Chapter 1, “What Is Zero
Trust?”

A Broader View of Identity

Today the concept of identity expands beyond the simple use of username
and password, which historically was the method of “securely” accessing
information systems that were either local or connected to the Internet.
Over time, it became apparent that the user-and-password pair was maybe
not the most effective way to maintain security. It also became apparent that
password sprawl can lead to scenarios where users would need to document
or write down their credentials somewhere, potentially resulting in further
scenarios where the credentials could be stolen, or a breach could take place
as a result of the user’s password having existed elsewhere—perhaps even
in a public service in the Internet that had been compromised in the past.

Surprisingly, even today, identity management is often split into separate
teams within the security entity of an organization, leading to challenges
with the flow of information. This often occurs due to historical reasons, or
due to policies within the company prior to the level of globalization that
we see today. These approaches to identity management often lead to
challenges in maintaining the right levels of operational rigor,
accountability, and visibility to adequately handle incident response and
align key security standards and strategy across the company’s estate, or in
conjunction with partners and third-party vendors.

In today’s architectures and systems, organizations can follow many
standards and guidelines when it comes to identity and the correct levels of
hygiene that should be applied from a security perspective.



In addition to systems such as workstations that are human operated
(corporate endpoints), the number of Internet of Things (I0T) devices in
enterprise networks is expected to exceed the number of corporate user
endpoints in use by several counts. This change is being heavily fueled by
the adoption of smart buildings, which represent additional challenges in
the domains of identity, AAA, and profiling of these [oT devices. Based on
our industry experience to date, these devices often lack the inherent
security capabilities that are customary of corporate systems being used
within organizations.

The National Institute of Standards and Technology (NIST) and the Center
for Internet Security (CIS) have a rich set of best practices that should be
considered in the context of identity while maintaining a zero trust-based
architecture. These practices and recommendations transcend beyond
simple authentication, including methods for logging and event retention
and disabling orphaned or dormant accounts.

Table 9-1 provides an overview of security framework subcategories that
are relevant to AAA. This framework is divided into five core functions:
Identify, Protect, Detect, Respond, and Recover. Each function contains
various categories with subcategories detailing individual outcomes.

Table 9-1 Security Framework Subcategories Relevant to Identity and
AAA



CIS Critical Security Controls NIST Cybersecurity Framework
CISCSC43 NIST CSF DE.AE-3
CISCSC4.7 NIST CSF DE.DP-4
CISCSC33 NIST CSF PR.AC-
CISCSC5.5 NIST CSF PRAC-3
CISCSC5.6 NIST CSF PR.AC-4
CISCSC6.] NIST CSF PRAC-T
CISCSCo.2 NIST CSF PR.IP-11
CISCSC6.

CISCSC64

CISCSCh.5

CISCSC6.6

CISCSC6.7

CISCSC6.8

CISCSCS.12

CISCSCS.2

DE.AE-3 falls under
* Function: Detect (DE)

* Category: Anomalies and Events (AE)
* Subcategory: DE.AE-3

Subcategory DE.AE-3 states "Event detection information is communicated
to appropriate parties."

Current modern innovations around identity, including a consolidated view
and perspective across the identity attack surface within a business, provide
a bird’s-eye view of the potential threat landscape that exists across the
disparate platforms that a user or machine account may be interfacing with.
Figure 9-1 shows some the identity sources that Cisco Identity Intelligence
uses to gain such perspectives.
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Figure 9-1 Cisco Identity Intelligence ( formerly Oort) Utilization of Multiple Data Sources

Cisco Identity Intelligence (Oort) provides a means to achieve identity
threat detection and response capabilities by linking with the different
identity providers and visualizing an overview of the consolidated logins
per user, as can be seen in the dashboard shown in Figure 9-2, and potential
anomaly-based behavior, such as physical location mismatches with logins.
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Figure 9-2 Cisco Identity Intelligence (Oort) User Dashboard

Authentication and Authentication Methods

Let’s revisit the core concepts of credentials and authentication, examine
diverse authentication methods, and look at real-world examples to anchor
this discussion in practical scenarios. Authentication is defined in NIST
Special Publication 800-207; as part of this definition, there is a mandate to
ensure that all access requests must be authenticated, without any banner
exceptions that could result in implicit trust being granted. NIST further
defines authentication as a key process responsible for the identification of



users and systems, which is a cornerstone in achieving a zero trust
architecture.

When a user is attempting to log in to a website from a Software as a
Service (SaaS) provider, connecting a virtual private network (VPN),
logging into a desktop environment, or connecting to a network device, the
most simplistic way to think of authentication is as the binary permission or
rejection to a resource based on information provided by the user, such as a
username and password. Fortunately, such methods are not commonplace
anymore. Historically, the use of Password Authentication Protocol (PAP)
performed just that, executing a two-way handshake, sending both
username and password credentials in cleartext (see Figure 9-3).

PAP 2-way handshake

//f Username: cisco \\\ //f Username: cisco \\\

Accept / Reject
|

l\ﬁome Internet User__ / | \ ISP Router /

Password: sanfran Password: sanfran

Username: cisco
Password: sanfran

Figure 9-3 PAP Authentication

PAP is one of the most basic of methods of authentication and for many
functions today remains a relic of history. Thankfully, today a broad array
of other authentication options is available to offer users a reliable and more
robust means of authenticated access to applications and networks.



In the following sections, we’ll take a closer look at how this activity is
achieved in different contexts and with different systems to provide a
rounded view of how authentication looks today in modern information
technology landscapes.

Local Authentication

Prior to the existence of distributed networks, stand-alone systems required
security mechanisms to ensure that a viable audit trail was available to
indicate which users were performing which data entry functions to provide
accountability. To provide that level of differentiation on information
systems, the concept of user credentials was created. This means that for
each individual system, unique usernames and passwords or other forms of
authentication are configured and stored directly on the device itself. These
types of credentials are referred to as local credentials. They’re the core
element of local authentication, a process where the authentication of user
credentials is handled directly by the local system or device without the
need for a centralized server.

While this method worked relatively well on stand-alone systems in early
days of computing, security requirements and practices associated with the
deletion of users who left the company, new individuals joining the
company or department, and challenges of password change management
made this approach relatively cumbersome to deploy at scale.

In today’s systems, local credentials often still exist but are, in many cases,
deployed as an initial starting point to facilitate access for day-0 installation
of systems, or as an emergency fallback login method in scenarios where
more elaborate central authentication systems may be unavailable. Example
9-1 shows the output of a Cisco IOS XE switch configuration of a local
username and password. Here, the username can be read in cleartext as
sdaadmin, followed by a definition of the encryption type with the
command syntax secret 9, which refers to the scrypt hashing algorithm that
offers enhanced security against brute-force attacks, and finally the
encrypted password hash represented by the 59-character long string.

Example 9-1 Local Credentials Configured on a Switch



Branch-FIAB#show run | section username
username sdaadmin secret 9 $9$dfyZHtaK9glBXUS$SDDJFKLDA88NuwYuSM1K
Branch-FIAB#

4

Note that even when centralized server—based account and authentication
management methods such as those enabled by LDAP, RADIUS, Diameter,
and others are used in conjunction with systems that have local credentials
configured, this doesn’t negate the insecurity of the local credentials’
presence. Most employers must deal with attrition and change of staff over
time, and they often do not apply the measures necessary to ensure that the
local admin accounts that exist on common systems are updated to leverage
new usernames and passwords when individuals depart or do not update on
a regular schedule.

Besides the considerable disadvantages, local credentials have also some
advantages. For example, they limit the potential impact of not being able
to access a system due to compromised credentials. They are also critical
for securing access to devices that may not always be connected to the
network.

Centralized Server—Based Authentication

As mentioned, maintaining local authentication data and credentials may
have some advantages for privately managed systems or devices that do not
need to connect to a broader computer and infrastructure network.
However, once a larger environment of connectivity is needed, taking such
an approach has its limitations.

The introduction of centralized server—based authentication methods
evolved from the popularity of dumb terminals, which were used to connect
to a mainframe system, whereby each user would log in with their own
username and password. Now, this approach, while using a central system,
may not necessarily be considered the same as server-based authentication
today. Those terminals were essentially communication nodes that utilized
RS-232 serial connections instead of Ethernet to access the central system
—Ilikely more comparable to the connection that you would use when



connecting to the console of a router or switch. However, leveraging a
remote terminal or system to access a central resource became an
expectation for users, which resulted in a progression in technological
innovation.

Over time, the evolution of authentication technologies has led to the
implementation of servers leveraging protocols like Kerberos, LDAP,
Diameter, and RADIUS to enhance security and streamline user access
management. Diameter is predominantly used in the mobility sector for 4G
and 5G networks, whereas RADIUS remains the prevalent choice for
enterprise network authentication.

RADIUS, or Remote Authentication Dial-In User Service, is a protocol
designed to manage three critical network security functions: authentication
(verifying if a user can access the network), authorization (determining the
user’s privileges on the network), and accounting (logging the user’s
network activity). These functions are commonly referred to as AAA, as
noted previously.

The protocol’s main advantage lies in its ability to centralize AAA
functions, making it easier to manage access across various networking
infrastructures and locations. RADIUS is also an open-standard protocol,
ensuring wide compatibility and adoption. RADIUS uses UDP ports 1812
for authentication and 1813 for accounting; its fundamentals are outlined in
the IETF standard RFC 2138, established in 1997.

RADIUS uses a client/server model, and its three primary components are

* Client/Supplicant: This is the device or user seeking access to a
network. More precisely, it is software built in or installed ad hoc on
an endpoint’s operating system that passes information about a user
(username, password, or certificate) to a second component, namely
the network access server.

» Authenticator/Network Access Server (NAS): This is basically the
gateway or network access device between a user and the network to
which the user is seeking access. In the RADIUS client/server
architecture, the NAS acts as the client.



» Authentication Server: The authentication server ensures that the
user 1s allowed to access the network and that the user does so with
the proper permission levels. In the simplistic scenario depicted in
Figure 9-4, the RADIUS server performs the authentication server
function. In more advanced architectures, multiple RADIUS servers
may be in use with dedicated functionality defined per grouping of
users (Corporate/loT/Guest).

Radius Access-Request
l

RADIUS

Supplicant Authenticator Radius
Server

l |
1

Radius Access Accept/Reject

Figure 9-4 Server-Based Authentication

RADIUS and its components facilitate the integration of core user identities
stored in a directory such as Microsoft Active Directory (AD), Microsoft

Entra ID, OpenLDAP, or the RADIUS server’s own database with the
network infrastructure.

In enterprise network environments, using LDAP or Microsoft Active
Directory solutions is very common. Cisco Identity Services Engine (ISE),



which is referenced frequently in this chapter, is an example of an
enterprise-grade RADIUS server solution. Advanced integration options are
available for users within the Cisco ISE RADIUS server in both on-
premises and cloud-based options of deployment.

When an organization is planning to deploy a centralized AAA server
architecture, it needs to carefully plan the placement of RADIUS servers
and directory services servers. RADIUS, as a protocol, is relatively
resilient, able to withstand multiple seconds of delay under some
circumstances. For this reason, the placement of RADIUS and directory
services needs to be measured in terms of worst-case cumulative round-trip
time between client and backend server to ensure that the planned
deployment is feasible and will not result in a disruption of service or other
issues for end-user devices.

To ensure an efficient authentication process, it is advisable to aim for a
completion time of under 5 seconds. This recommendation is made
considering that the round-trip time (RTT) between the network access
device (NAD) and the AAA server (for example, Identity Services Engine)
is only one element of the total time to account for. It is therefore crucial to
also consider the time consumed by subsequent operations, such as those
RADIUS requests sent to the AAA server that might entail an external
identity and credentials lookup to LDAP or Active Directory. The
configuration settings of the NADs are a determining factor in this
equation. Consider, for example, the default RADIUS timeout of 5 seconds
on a Cisco Catalyst 3850 switch. If ISE’s response time exceeds this
duration, the switch is programmed to reissue the request. Therefore,
maintaining a total response time under 5 seconds is key to preventing such
retransmissions and ensuring a streamlined authentication process.

Understanding key thresholds and benchmarks for your network
deployment is important. Without having a solid understanding of what
“g00d” looks like, it is almost impossible to understand whether a software-
defined network architecture that utilizes authentication infrastructure such
as RADIUS has properly recovered from an outage scenario or if there are
still lingering issues.

For example, Cisco ISE provides numerous dashlets to gain a view and
perspective of the current overall health of a deployment. Although these



figures look useful and helpful—which they are in small-scale deployments
—when you’re looking at larger deployments with hundreds of thousands
of users, it is relatively easy to miss an outage scenario by just looking at
the main page, as shown in Figure 9-5.

= b |gentity Services Engine Dashboard

| Summary Endpoints  Guests  Vulerabilty  Threat

Total Endpoints Active Endpolnts Rejected Endpolnts Anomalous Behavior huthenticated Guests BYOD Endpolnts
( )
« 18017 790 ; ] 9 16
(
g AUTHENTICATIONS PO NETWORK DEVIGES DOX i oM
Store  bdantty Group  Metwork Diice  Fallwrw Reaso Duice Nama  Type alion
n
' # sires.. Joyer - 53.38%
0 radpul - 23.57% 0 lest-giseo - 53.61%
# inter..users - 56.97%
defau..avice - 10.24% 0 sonsung - 41.15%
# toth_ad - 37.74%
42630 1 22758 quadsec - 6.43% 122379 apple..._copy - 3.61%
inter..ints = 5.26%
8 tsim = 5.1% other - 1.63%

# ofher - <1%

Figure 9-5 ISE Summary Dashboard

To provide operators with a more in-depth and powerful view of
authentication and activities that are happening on the network, Cisco
Identity Services Engine also provides the capability to build out custom
metrics based on logs and events and queries that are configured.

ISE System 360, introduced in version 3.2, enhances the ISE with advanced
monitoring and log analytics capabilities:

* The Monitoring feature allows for comprehensive oversight of
various application and system metrics, including the key



performance indicators (KPIs) for all nodes within a deployment, all
accessible from a centralized dashboard.

* Log Analytics offers a versatile analytics platform designed for
detailed examination of endpoint authentication, authorization, and
accounting processes, in addition to profiling syslog data. This
feature facilitates the analysis of health summaries and process
statuses for Cisco ISE, enabling administrators to derive actionable
insights from system behavior and performance.

Log Analytics is depicted in Figure 9-6, and as mentioned, it can offer
targeted data sets for analysis and assessment to get the right view of what
may be happening within the network authentication architecture.
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One example of credentials that are often challenging to maintain and
administer in an organization is service accounts, much like emergency
local credentials that may exist on a system for use in a scenario where
server-based authentication is not possible. A requirement of service
accounts is to be used persistently for some form of ongoing operation,
usually a machine-to-machine authentication, or execution of a script or
program that may be using an API as part of its workflow.



One such scenario in the networking world could be considered the
authenticated access point workflow, where the authentication methods
EAP-FAST or PEAP may be used. With these two protocols, username and
password are used as part of the authentication flow. In common enterprise
architectures, this username and password pair would not be present on the
switch on which the access point is performing its authentication, but rather
upstream in a third-party information store such as Microsoft Active
Directory.

Maintaining these user accounts and handling the correct change
management and credential updates for these service user accounts on a
regular schedule are often key security requirements for adhering to
corporate security policy.

Because these accounts tend to have access to key and critical infrastructure
components, the group of individuals who have access to these credentials
at any time should be limited to a “need-to-know” basis.

When Using Service Accounts Goes Wrong

Some years back Cisco Professional Services team members were engaged
to support a defense industry customer who was deploying access points
throughout one of its secure sites. Because this was a secure network, all
switchports were enabled with IEEE standard 802.1x framework, which
defines the use of EAP encapsulation to allow a client device (supplicant) to
perform secure authentication. This specific scenario required closed
authentication, permitting only devices to onboard that used certificates (via
EAP-TLS) or username and password for some scenarios for service users.
At this time, Cisco access points were only able to support EAP-FAST as an
authentication method. For the first month of operations, the access points
were authenticating correctly against their connecting switch ports, and
connecting clients were happily connecting to the Wi-Fi network and
working in production.

One afternoon, the network help-desk phones started to light up with
complaints about Wi-Fi coverage. The callers complained that their
connectivity was poor. Even after they moved to another area of the
building, their connection would work for a while and continue to worsen.



Looking into their monitoring systems, the network operators at the help
desk began to see what was going on: access points that were previously
online and registered by the wireless LAN controller were disconnecting.
Of the over one thousand access points installed on the site, every time that
the operators refreshed their view of connected access points, the number of
connected access points became smaller and smaller. This scenario
explained what was being reported by the users. As their access points were
going offline, they needed to rely on residual coverage from the next-best
access point on the floor, but with the devices rapidly going offline, soon all
users’ connectivity would be gone.

Taking the next step, the network operations team decided to look at a
switch port that a formerly working access point was connected to. To their
surprise, the team observed that the port was actually in a state of Authc
(Authentication) Failed, as shown in Figure 9-7. The operators found this
situation to be confusing because the credentials were configured from the
central wireless LAN controller, and the team had not seen any admin user
changes registered from that system over the past weeks.

Looking more closely at both the RADIUS server logs and the Active
Directory status for the users, the team quickly identified what was amiss:
the service user was locked out of the Active Directory server as a result of
having set the wrong password too many times. The AD server
administrator quickly unlocked the user, which resulted in the access points
coming back online again. However, this did not explain how the situation
happened in the first place.
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Figure 9-7 Locked Service Account Used for the Access Point’s Wired Dotlx

By tracing through the RADIUS logs from the past 24 hours, the team
quickly identified something unusual; they identified a wired user with an
Apple laptop attempting to log in to the network with the access point
service user’s credentials. From the logs, the team could identify that the
login attempt took place from a user in the IT department on the fourth
floor, on a switchport that was cabled to a specific user’s office. After the
team reached out to that individual, it became apparent that the user was
performing some connectivity tests with a new laptop and figured that it
would be quicker to use the respective service user credentials that he
thought to have remembered properly rather than waiting for a new test user
account to be created for his activities. Unfortunately, the fact that the user
was attempting to log in to the service account with the wrong password but
still with the correct username led to the calamitous events that took down
the access points in the building.



Because the impact of this outage resulted in a significant service disruption
for the business, a postmortem analysis took place, resulting in the
following conclusions:

* Service accounts should be certificate-based wherever possible.
» Usernames and passwords should be cycled every three months.
* Certificates for service accounts should be cycled every six months.

* RADIUS policy rules should be created to quickly match exceptions
to normal service account usage (connection method and so on).

* Service accounts must never be actively used for testing functions
outside of their primary use.

x.509 Certificate-Based Authentication

Using the x.509 standard for public key infrastructure—certificates instead
of username and password—has become the preferred means of machine-
to-machine communications; this approach establishes trusted
authentication for many use cases in the IT industry today. The x.509
certificates rely on asymmetric cryptography (public key cryptography
using public-private key pairs), where asymmetry refers to a clear
separation and distinct functions of different cryptographic keys and roles in
the authentication process—for example, distinct cryptographic keys (a
private and a public one). The entity that verifies the identity uses the public
key and does not have access to the private key. A certificate authority (CA)
issues digital certificates that associate public keys with identities, while
users and systems use these certificates to prove their identities.

In systems relying on username/password type credentials, the authenticator
has access to the password itself, at some point, or an equivalent set of data
(such as a hash) that can be used for verification purposes. This presents an
inherent security risk because the authenticator possesses the credentials
required to potentially compromise the user’s identity.

Conversely, user certificates employ a different approach. These certificates
are conferred by a trusted certificate authority that validates and affirms the
association between an individual’s verifiable physical identity and a unique



cryptographic public key. The role of the verifier in this framework is
notably separate; it is enabled to authenticate the identity of the user by
referencing the certified linkage of the public key without acquiring the
capabilities to forge the user’s identity.

To summarize the essence of user certificates, their primary function is to
bifurcate the responsibilities between entities that establish a user’s digital
identity—that is, the process of translating an individual’s physical identity
into a digital counterpart—and those entities that are responsible for user
authentication.

This architectural separation not only enhances security but also paves the
way for the implementation of digital signatures, which provide an
additional benefit of nonrepudiation, ensuring that a user cannot credibly
deny the authenticity of their digital transactions or communications.
Within cloud environments, the use of certificates to access tenants and
hosts has become ubiquitous and reduces the ability for a malicious user to
breach publicly hosted resources through brute-force dictionary attacks. A
certificate can generally be validated as secure if it come from a trusted
certificate authority, with a limited lifetime or duration of validity. The
more sensitive the resource that is receiving the certificate, the more
frequent the certificate renewal requirement may be.

To further secure the use of certificates, authenticating systems can use a
certificate revocation list (CRL), which is a list of certificates that have
been revoked prior to their expiration. These systems then can confirm if a
particular certificate has been revoked or removed, thereby failing
authentication of such “deny listed” devices. While using CRLs may sound
like a great idea, it is not without its challenges. In a small deployment,
there may be only a handful of devices that have had their certificates’ pre-
expiry period revoked. In a large deployment, the number of revoked
certificates may increase quickly, leading to a very large revocation list that
needs to be downloaded, as shown in Figure 9-8.
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Figure 9-8 CRL-Based Certificate Validation



The alternative to the use of CRLs is to use the Online Certificate Status
Protocol (OCSP), as shown in Figure 9-9, unlike the use of CRLs where the
list must be downloaded locally for validation and verification. OCSP can
be used by the authenticating client itself, through validation requests sent
to the respective certificate authorities’ OCSP responder to verify the
validity of the issued certificate. In more modern deployment scenarios,
OCSP stapling may be used, which further simplifies the validation flow of
an issued certificate.

0sce 0SCP Stapling
Client must communicate with CA to verify cert validility ~ Client not required to interface directly with CA to verify
validility of certificate

Certficate 05CP Certificate 0CP
Authority Responder Authority Responder

Client Web Server Client Web Server
Figure 9-9 OCSP-Based Certificate Validation

In Cisco software-defined architectures, the use of certificates is very
common and considered a best practice. General good operational hygiene
involves the deployment of certificates that are signed by a third-party CA.
Depending on whether the devices that are using that CA are public facing
in the Internet or private devices or servers that may be located in a private
enterprise network will dictate whether a public certificate authority such as
Symantec or Verisign should be selected, or if a privately managed CA,



such as an installation on a Microsoft Windows Server, may be the
preferred mode of usage.

REST-API Authentication Methods

Representational state transfer (REST) has become the de facto standard for
use within the Internet today. API-driven connectors and architectures that
are common across a multitude of vendors and open-source projects and
systems use REST-based API logic to allow for a common and standardized
abstraction and interface within their platforms. In many architectures,
particularly in cloud-based services, there is an API-first mantra, which has
opened the door to the deployment of complex architectures using DevOps-
based best practices to deploy Infrastructure as Code, which is described in
more detail in Chapter 23, “Infrastructure as Code (I1aC).”

As is the case with any critical and important architecture, security is a key
foundation toward successful deployment.

Authentication methods that are commonly used with REST include

* Basic authentication (Base64 hash of credentials: considered
insecure)

* Certificate-based authentication
* Bearer token (issued as a result of a previous authentication)
» API key (not recommended for large-scale deployments)

One common misconception is that the OAuth protocol is an authentication
protocol; in fact, OAuth only provides authorization.

Multifactor Authentication (MFA)

The use of multifactor authentication (MFA) has become commonplace
today, ranging from use within corporate applications to granting network
access for users. MFA can be effective in protecting against common
attacks such as password spraying. The most basic multifactor
authentication methods that many of us have perhaps become accustomed



with over years is the use of Short Message Service (SMS). The advantage
of this approach in the past was that the process of sending and receiving
SMS messages was under the third-party control of the mobile service
provider, distancing the one-time key from the user. Typically, to breach or
gain access to that data, the attacker needed access to the mobile operator’s
Short Messaging Service Center (SMSC) server—generally not a
straightforward task.

Note that while MFA offers many benefits, we cannot blindly consider that
all types and methods used are secure. Breaches have still been observed in
scenarios where credential synchronization takes place with cloud services
for an already-compromised account in conjunction with secondary attacks
through voice phishing (vishing) or MFA fatigue. In these cases, the user is
bombarded with authentication requests until they finally approve or
accidentally approve the access.

Newer systems today such as Cisco DUO provide not only a viable one-
time password to authenticate to a resource but also include a range of
verifications to increase the level of security and integrity in the activity.
This may include verification of country that the individual is located in at
the time of authentication, operating system compliance and verification
checks for both systems in use (PC, Mac, Linux) and mobile devices
responsible for the challenge, and other checks (see Figure 9-10).
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Network operators can associate network proxies from the MFA systems
like DUO to act as the intermediary between systems like the Identity
Services Engine (ISE) and Active Directory servers or backend, thereby
facilitating MFA login as part of the NAC or VPN onboarding flow when
attempting to access a corporate network, as shown in Figure 9-11.
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Figure 9-11 ISE Integration with DUO

Network Access Control

In legacy IT network environments, wired and wireless devices could gain
connectivity to the network without the need for confirming their identity



(user or endpoint) or validating credentials. This has evolved to a network
access model where access is granted to users or devices by exchanging
credentials or x.509 certificate information, sometimes in conjunction with
known parameters that may exist through fingerprinting (profiling) devices
as a means to further improve the level of trust in the user’s or endpoint’s
identity and as such provide tailored network access.

In a wired network infrastructure, systems can be configured with a priority
order to permit user access. For instance, if enterprise authentication using
802.1x 1s not possible within 20 seconds of the port becoming active, then a
secondary authentication mechanism utilizing MAC Authentication Bypass
(MAB) may be used. Depending on the network requirements and the types
of endpoints that are in use, sometimes, both MAB and dotlx may even
execute in parallel. Such options are usually configurable within a network
architecture.

MAC Authentication Bypass

As the name rightly describes, MAC Authentication Bypass makes use of
the MAC address from an endpoint that can be utilized to permit network
access. However, it should be considered as a method of bypassing the
authentication method itself. The reason it is considered a bypass action 1s
largely due to the insecurity of this approach, attributed to its lack of
encryption and relative ease of spoofing MAC addresses, which can result
in exposure for unauthorized access. It is important to note that finding a
system’s Layer 2 or MAC address is not difficult; in many IoT devices,
such as printers or even access points and IP phones, the address is clearly
visible on a label, without your even needing to log in to the devices (see
Figure 9-12). This address is often used to grant network access, and often
even to secure network segments, such as the domains with access to the
infrastructure network, such as the global routing table.
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Figure 9-12 Visible MAC Address on Rear of IP Phone

The risk that the exposure of this address poses is that if network entry is
based on MAB for the wired or wireless network, it is simple for a
malicious individual who may be onsite with physical access to copy the



address and therefore gain access and rights to the same network segment
that the original device had access to by spoofing (impersonating) the Layer
2 address. Once the MAC address of an infrastructure device is known,
further exploitation of the network could take place. Attackers potentially
could attempt to perform an on-path attack (formerly called a man-in-the-
middle [MITM)]) attack) using tools like Ettercap, as shown in Figure 9-13,
thus gaining access to traffic that is destined from or to the spoofed device.
In a scenario where an on-path attack is successful, Wireshark would show
RX (receive) and TX (transmit) packets from the compromised hosts.
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Figure 9-13 Ettercap Being Used to Attempt ARP Injection Exploit



In some operating systems, the ability to change the Layer 2 MAC address
to something completely different that could be used maliciously is very
easy. Such an example is shown from an OSX UNIX operating system in
Example 9-2. Note that the exact syntax and interface naming convention
used may vary slightly from one UNIX/Linux distribution to another.

Example 9-2 MAC Address Spoofing in OSX

ifconfig en0 | grep ether <<< Verify existing address bound to in

ether 88:66:5a:3d:39:21 <<< Current MAC Address

sudo ifconfig enO ether CA:FE:CA:FE:CA:FE <<< Changing (spo

4

While this sort of attack represents a potential security concern, various
safeguards can be considered for use that may help in mitigating MAC
spoofing exploits being used within a NAC-based network.

Software-defined network architectures such as Cisco SD-Access and Cisco
Meraki can utilize an advanced device-tracking policy, as shown in
Example 9-3, or dynamic ARP inspection, as shown in Figure 9-14, to
avoid potential attack vectors, such as on-path (aka MITM) attacks.
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Figure 9-14 Dynamic ARP Inspection (Meraki)

Example 9-3 provides an overview of an IOS XE interface configuration
from a Cisco Catalyst series switch and the IPDT policy. This configuration
shows the relevant base configuration associated with the default VLAN
and port settings, together with a mapping to the IP Device Tracking policy,




which applies security features to protect against activities such as MAC
spoofing and IP theft.

Example 9-3 Device Tracking Policy Preventing Localized MAC Spoofing
in SD-Access

interface FiveGigabitEthernetl/0/4
switchport access vlan 530

switchport mode access

device-tracking attach-policy IPDT POLICY <<< ARP protection via
ip flow monitor dnacmonitor input

ip flow monitor dnacmonitor output
load-interval 30

ipv6 flow monitor dnacmonitor vé input
ipv6 flow monitor dnacmonitor v6 output
access-session inherit disable interface-template-sticky
access—-session inherit disable autoconf
no macro auto processing

spanning-tree portfast

spanning-tree bpduguard enable

ip nbar protocol-discovery
end

Switch# show run all | section IPDT POLICY
device-tracking policy IPDT POLICY
security-level guard

device-role node

medium-type-wireless

no data-glean

no destination-glean

protocol ndp

protocol dhcp6

protocol arp




protocol dhcp4

tracking enable reachable-lifetime 300

Performing an on-path attack typically requires a level of localized Layer 2
access to the network, hence allowing traffic to be diverted to the attacker.
Still, having the Layer 2 address can allow breaches through unauthorized
network access to take place in disparate and remote locations on the
network, potentially even in different sites or countries if the authentication
policy that was deployed on the authentication architecture (such as a
RADIUS server) does not limit MAB entries to a particular location. To
avoid such scenarios, Cisco Catalyst Center can use its Al Endpoint
Analytics feature, as shown in Figure 9-15, to detect concurrent MAC
address usage that may appear within the estate that is under the systems
control.
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Figure 9-15 Concurrent MAC Detection in Cisco Catalyst Center

When using endpoint analytics attributes in conjunction with ISE policy,
you can configure conditional rejection rules, as shown in Figure 9-16, to

execute when spoofed MAC addresses are identified within the

deployment.
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802.1x (Network Authentication)

The standard that is used for passing Extensible Authentication Protocol
(EAP) over wired and wireless local area networks is 802.1x. In corporate
networks and environments, the use of network authentication methods that
utilize 802.1x with centralized server—based authentication is expected. This
authentication method involves a scenario where the client device attempts
to authenticate to the network using the EAP framework. Simply turning on
a dotlx-based EAP method of authentication, however, does not necessarily
mean that the method is very secure. Over the years, many EAP methods
have come and gone. In terms of their level of security, methods such as
LEAP and EAP-MDS5 were once considered viable protocols for
authentication; however, as years went by, they were later identified as
being easily prone to exploit and attack. Table 9-2 provides an overview of
common EAP methods and their respective differences.

Table 9-2 Common EAP Methods



Client-side certificate required | Chained** | YES | NO | PAC? NO NO NO

Server-side certificate required | YES YES YES | PAC* NO YES NO
Two-

Authentication Attributes Two—Waz Two-Wax Wax Two-Waz Two-Waz Two-WaX One-Wax

*EAP-FAST utiizes Protected Access Credentials (PACs) for authentication.

"TEAP allows user certficate/credentials and machine certificates to be used in parallel via a process called EAP-chaining.

In most corporations today, EAP-TLS and EAP-TEAP are considered
viable methods for secure authentication where both client- and server-side
certificates are mutually validated. It is worth mentioning that EAP-TLS
and EAP-TEAP are some of the most secure authentication methods.
However, in a wired access environment, once the authentication process
has completed and the access port has move to the “authorized” state, the
authentication methods that are employed do not provide authentication on
a packet-by-packet basis, nor do they protect traffic flowing from the
endpoint to the network access server in any way. Therefore, authentication
may be bypassed using a hardware-based attack consisting in inserting a
device capable of EAPoL bridging in between the endpoint and the access
switch. To mitigate these types of scenarios, a revision of the 802.1x
standard (802.1X-2010) introduced MACsec, which provides Layer 2
encryption capabilities on a hop-by-hop basis as well as packet-by-packet
integrity checks.

When you’re considering how to improve the overall security of a
supplicant’s connectivity to a network, augmenting the insecurity of MAB-
only-based authorization with further attributes that can be derived via
profiling, such as DHCP, CDP, and other input, you can achieve an
improved level of security. However, this approach remains significantly
insecure in contrast to the use of EAP methods, such as EAP-TLS and
TEAP, as shown in Figure 9-17.
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Figure 9-17 Security of Authentication Methods

In the past, many network deployments used EAP-PEAP with MSCHAPv2
because it would link up with LDAP or Active Directory deployments,
allowing users to leverage their corporate username and passwords without
needing to provision endpoints with certificates. While this approach
sounds straightforward, it very quickly became a simplistic means for
attackers to infiltrate the network due to vulnerabilities that reduced the
security of MS-CHAPV2 to a single DES encryption (2°56), regardless of
the password length (further described in MS Security Advisory 2743314).

Two tools provided a simple means to start harvesting username and
password hash. The first tool is called hostapd-wpe, which allows attackers
to spoof an access point, creating a “rogue AP,” and spoof the SSID from
the corporate network. Attackers would often even sit outside corporate
offices running their rogue devices in areas of low or no coverage from the
corporate SSID to sway employees to log in. As users attempted to log in
using their EAP credentials, the password challenges were saved to allow
for later attempts to uncover the passwords that users leveraged. Figure 9-
18 shows the rich set of capabilities that the hostapd-wpe tool has to allow
malicious users to attempt to exploit the network using this method.



cisco@kali: «

hostapd-WPE v2.10

User space daenon for IEEE 802,11 AP management,

TEEE 802, 1X/WPA/WPAZ/EAP/RADIUS Authenticator

Copyright (c) 2002-2022, Jouni Malinen ¢jwl.fi> and contributors

WPE (Wireless Pwnage Edition)

This version has been cleverly modified to target
wired and wireless users.

Twitter: gaircrackng

Website: https://aircrack-ng.org

usage: hostapd-upe [-hdBktvrke) [-P <PID files] [-¢ centropy files] \
[-g <global ctrl_ifaces] [-6 cgroups]\
-1 <coma-separated list of interface namess)\
<configuration file(s)

options:
show this usage
d  show more debug messages (-dd for even more)
B run daemon in the backgraund
¢ entropy file
g global control interface path
-G group for control interfaces
P PID file
K include key data in debug messages
f log output to debug file instead of stdout
T record to Linux tracing in addition to logging
(records all messages regardless of debug verbosity)
1ist of interface names to use
log output to syslog instead of stdout
start all the interfaces synchronously
include timestamps in some debug messages
show hostapd version

WPE options:
-r  Return Success where possible
-c  Cupid Mode (Heartbleed clients)

-k Karma Mode (Respond to all probes)

Figure 9-18 hostapd-wpe Wireless Exploit Tool

Another common tool that is often used for the same purpose is
FreeRADIUS-WPE (Wireless Pwnage Edition), which is an instrumented
version of the FreeRADIUS open-source RADIUS server (see Figure 9-19).



Similar to hostapd-WPE, the primary objective of this FreeRADIUS system
is to collect authentication credentials from users, which can subsequently
be utilized to gain unauthorized access to the network or the client’s assets,
particularly in situations where the same username and password are
commonly employed.

tisco@kali:

Usage: freeradius [options]
Options:
o Check configuration and exit,
-0 <raddb>  Set configuration directory (defaults to /etc/freeradius-upe/3.0),
D cdictdir> Set main dictionary directory (defaults to /usr/share/freeradius-wpe/dictionary),
f Run as a foreground process, not a daemon,
h Print this help message.
-1 <ipaddr>  Listen on 1paddr ONLY,
-1 clog_file> Logging output will be written to this file,
N On SIGINT or SIGQUIT clean up all used memory instead of just exiting,
- <nane>  Read raddb/nane.conf instead of raddb/radiusd. conf,
+p <port>  Listen on port ONLY,
Aluays write out PID, even with -f
Do not spawn child processes to handle requests (same as -ft),
Disable threads,
Print server version infornation,
Turn on full debugging (sinilar to ~tfxxl stdout),
Turn on additional debugging («xx gives more debugging).

Figure 9-19 FreeRADIUS-WPE Instrumented RADIUS Server



Although there are tools in the field that can simplify an attacker’s means to
breach a corporate environment, fortunately, there are just as many tools
and capabilities that impose the right guardrails around access to the
network and resources to create the right levels of boundaries to secure
network and resource access.

Authorization

Whereas authentication is focused on verifying the identity of an individual
or a device or system, authorization is focused on which privileges or level
of access or capability the respective individual or device may be provided.
In the context of application access on the Internet or to corporate systems,
protocols such as OAUTH 2.0 are commonly used. In IP-based networks,
TACACS+ and RADIUS are most used to achieve this task.

Following are common examples of such authorization capabilities applied
via TACACS+ or RADIUS:

* [Pv4/IPv6 network access via statically configured access-control list
* Dynamic IPv4/IPv6 ACL (only possible on wired and FlexConnect)
* VLAN allocation

* VLAN group allocation

* Quality of service rate limit

* Quality of service DSCP marking

* Quality of service WMM marking (Wi-Fi)

* Quality of service policy map application

* Quality of service AVC

* RADIUS NAC user role

* Time-based session

* TrustSec/Adaptive policy security group tag



* Interface template configuration
* Selective allocation of AAA server
* Posture triggered script execution

* Security triggered change of access rights (Cisco Secure Network
Analytics (SNA))

» GUI access to systems (Catalyst Center, Identity Services Engine,
Meraki Dashboard)

Note

Although it would be possible to write an entire book just on the use
of all the different dynamic options that are available, you can see
the application of some of these options in Example 9-4.

As can be seen from the preceding list of parameters, key and critical
options that would normally be required to configure network ports and
profiles throughout an architecture can, in fact, be configured centrally via a
RADIUS server, such as ISE. These configurations enable you to shift away
from the legacy approach of configuring a network on a port-by-port or
even SSID-by-SSID basis to a configuration where all policies, rules,
capabilities, and operational limitations are defined in a central location.
Such an approach creates a much more simplistic way to ensure standards
are applied throughout the network and to allow for updates and changes to
be tested and applied in disparate locations via the use of policy.

Authorization capabilities are typically configured through the use of
server-driven policy, such as RADIUS. In wired and wireless networks, you
can find such an applied policy listed under “Server Policies” when
checking the connected users’ access session for wired or wireless client
details.

Under the Server Policies output shown in Example 9-4, you can see an
overview of the different dynamic radius policies applied to the RADIUS
session 10301BOA000001B8F082D4EE:

* Dynamic VLAN allocation through the Vlan Group entry



* Dynamic IP access list called xACSACLXx-IP-Posture DACL-
633f0c5b with the ACS ACL entry

* A URL deployed for supplicant redirection to a Guest or Posture
portal with the URL Redirect entry

* A Redirection ACL applied with the URL Redirect ACL entry to
specify which traffic redirects to the configured portal and which

traffic 1s discarded

* Security group tag allocation is also applied via the SGT Value entry

Example 9-4 Server Policies Dynamically Sent to Authenticator (Switch)
Terminating Supplicant dotlx Session

Interface:

ITF-1ID:

MAC Address:

IPv6 Address:

IPv4 Address:

User—-Name:

Device-type:

Device-name:

Status:

Domain:

Oper host mode:

Oper control dir:

Session timeout:

Acct update timeout:

Common Session ID:

Acct Session ID:

Handle:

Current Policy:
Server Policies:

Vlan Group:

B2-Ext-1#show access-session mac

0050.56a0.500a details
GigabitEthernetl1/0/8

0x10E99F1D

0050.56a0.500a

Unknown

10.27.44.9

Cisco Press

Microsoft-Workstation
DESKTOP-80I04F5
Authorized

DATA

multi-auth

both

N/A

172800s (local), 172794s
10301BOA000001B8F082D4EE

0x0000446b

0xdd00018e

Remaining:

PMAP DefaultWiredDotlxClosedAuth 1X MAB

Vlan: 303 <<< Dynamic VLAN Allocation




ACS ACL: xACSACLx-IP-Posture DACL-633f0c5b << Dynam
URL Redirect ACL: ACL POSTURE REDIRECT << Redirection ACL
SGT Value: 2023 << Security Group Tag
URL Redirect:
https://ise3.net.cisco.com:8443/portal/gateway?sessionId=10301B0OA
b26f-8b022bballe7andaction=cppandtoken=8bfa6ce2f44c630007b46805a8
Method status list:
Method State

dotlx Authc Success

Dynamic Change of Authorization (CoA)

Dynamic policy provides a rapid, scalable, and robust means to manage
modern network architectures, moving away from the transitional and static
methods of configuring architectures of the past on a port-by-port basis.
However, what if something happens and the state of a client or endpoint
needs to change and adopt policies or rules that may differ based on more
elaborate and involved conditions? The simplest example of a change of
dynamic authorization state would be a wireless guest portal. During initial
connectivity until the acceptable use policy (AUP) or user details are
entered, Internet access is generally restricted. After these details are
entered, the client can finally access the Internet. In the case of the wireless
guest user, the policy would normally indicate the removal of a restrictive
access list that is in place during the initial connection phase, prior to AUP
acceptance. In other scenarios, however, a change of authorization (CoA)
could be triggered for a variety of different reasons, such as a mobile device
management system triggering a containment action, or increased or
reduced bandwidth being applied through a quality of service (QoS) policy.
Example 9-4 shows a number of Server Policies that are derived from the
RADIUS servers’ authorization configurations. In this example, the VLAN
number, a dynamic access list, a redirection access list for the use of posture
validation, a security group tag, and a redirection URL are all pushed
dynamically as part of the client’s session. Further examples of server
policies that could be applied are time-based policies for resource access or
session limits, compliance-based policies that could be applied through




consulting an MDM or posture server, or a QoS-based policy such as rate
limits.

While the number of dynamic attributes may vary from deployment to
deployment, the more that you can harness from dynamic capabilities and
the less reliance there is on static co